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Abstract. A generalized equation is constructed for a class of classical oscillators with strong anharmonicity
which are not exactly solvable. The Aboodh transform-based homotopy perturbation method (ATHPM) is
applied to get the approximate analytical solution for the generalized equation and hence some physically
relevant anharmonic oscillators are studied as the special cases of this solution. ATHPM provides the
approximate analytical solution of the generalized equation in a simple way. The solution from this simple
method not only shows excellent agreement with the numerical results but is also found to be of better
accuracy in comparison to the solutions obtained from other established approximation methods whenever
compared for physically relevant special cases.

1 Introduction

Most of the physical systems are nonlinear in nature and hence they are mostly not exactly solvable [1–3]. Although,
getting numerical solution for the differential equations representing systems involving nonlinearity are sometimes easy,
one desires to get the analytic solution of such problems as they carry more information and hence give a better insight
into the system. The perturbation method is a widely used method for finding an approximate solution to complex
nonlinear systems, especially with the nonlinear term appears as an additional term of small order to an exactly solvable
problem. As the equations for many nonlinear systems do not have small parameter, application of perturbation
technique is highly restricted. There are many techniques for solving nonlinear oscillator problems analytically such as
the harmonic balance method [4], the Krylov-Bogolyubov-Mitropolsky method [5], weighted linearization method [6],
perturbation procedure for limit cycle analysis [7], modified Lindstedt-Poincaré method [8], Adomain decomposition
method [9], artificial parameter method [10], Homotopy Analysis method (HAM) [11,12], Laplace transform based
variational iteration method [13] and so on. Most of these methods are not only involved the calculational rigor but
also failed to handle problems with strong nonlinearity properly. Recently, a new technique is proposed to obtain an
analytical solution to the dynamic model of a wind-power system which found to yield very good results without any
higher-order approximation [14]. Energy balance method (EBM) proposed by He [15] based on the variational principle,
is one of the commonly used non-perturbative techniques. This heuristic approach is found to be working well for several
strongly nonlinear systems [16–18]. There exists another non-perturbative analytic method due to He [19] known as
frequency-amplitude-formulation (FAF) method, which finds a lot of successful applications [16,20,21]. FAF does
not require a small parameter and a linear term in the differential equation. Recently, Nofal et al. [22] employed FAF
followed by EBM, to study some physically relevant anharmonic oscillators with strong anharmonicities and concluded
that this FAF-EBM method has given much better accuracy in comparison to that obtained by using EBM alone.

He developed the homotopy perturbation method (HPM) for solving linear, nonlinear, initial and boundary
value problems [23,24]. In this method, the solution is given in an infinite series usually converging to an accurate
solution [25,26]. HPM is found to be very efficient in solving problems with strong nonlinearity in classical [23,24,27]
as well as quantum mechanical domain [28].

a e-mail: tapassil@iiitdm.ac.in
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Table 1. Important Aboodh transforms of some functions.

f(t) 1 t tn eat sin(at) cos(at) t sin(at) sinh(at) cosh(at)

A[f(t)] 1
ν2

1
ν3

n!
νn+2

1
ν2−aν

a
ν(ν2+a2)

1
(ν2+a2)

2a
(ν2+a2)2

a
ν(ν2−a2)

1
(ν2−a2)

Aboodh introduced a transform [29] derived from the classical Fourier integral for solving ordinary and partial
differential equations easily in the time (t) domain. Aboodh transform (AT) has been applied for different types of
problems and is found to be a very simple technique to solve differential equations.

We construct a generalized nonlinear differential equation which, under certain approximation, reduces to different
physically relevant problems, such as vibration of tapered beam, motion of a particle in arranged parabola, Mathews-
Lakshmanan oscillator, etc. The Aboodh transform-based homotopy perturbation method (ATHPM) is applied to
find out a generalized solution to these problems and hence to get the displacement (x) and the frequency oscillation
(ω) for the special cases. We compare ATHPM results to those obtained from FAF-EBM and numerical calculations
(RK4) to check its accuracy.

This paper is organized as follows. In sect. 2, we demonstrate briefly the formulation of ATHPM. Applications of
ATHPM to study some physically relevant anharmonic oscillators have been shown in sect. 3. Finally, in sect. 4, we
provide a brief discussion and our conclusions.

2 Formalism

If f(t) is the piecewise continuous function of t, the corresponding Aboodh transform is defined as [29]

A[f(t)] = f(ν) =
1
ν

∫ ∞

0

f(t)e−νtdt, t ≥ 0, k1 ≤ ν ≤ k2, (1)

where k1, k2 > 0 and may be finite or infinite. In order to make sure that this integrand diminishes rapidly for the
convergence, or f(t) does not grow rapidly, it is assumed that f(t) is a function of exponential order. The Aboodh
transform of some functions, useful for this article, are presented in table 1. The inverse Aboodh transform of a function
can also be obtained from table 1. The Aboodh transform of the first- and the second-order time derivative of x(t) is
given as follows:

A[f ′(t)] = νf(ν) − f(0)
ν

,

A[f ′′(t)] = ν2f(ν) − f ′(0)
ν

− f(0). (2)

Let us consider a nonlinear inhomogeneous differential equation as

Lx(t) + ω2x(t) + Rx(t) + Nx(t) = g(t), (3)

with the initial conditions at t = 0, x(0) = a and x′(0) = 0 Here, L is the second-order linear differential operator
(L ≡ d2

dt2 ), R is the linear operator having an order less than L, N is the nonlinear operator, g(t) is the inhomogeneous
term and ω is a parameter. Now, taking the Aboodh transform on both sides of eq. (3), we get

A[Lx(t)] + ω2A[x(t)] + A[Rx(t)] + A[Nx(t)] = A[g(t)]. (4)

Using the differential properties of the Aboodh transform (AT) as mentioned above and the initial conditions, eq. (4)
can be written as

x(ν) =
(

1
ν2 + ω2

)
x(0) +

x′(0)
ν(ν2 + ω2)

−
(

1
ν2 + ω2

)
A[Rx(t)] −

(
1

ν2 + ω2

)
A[Nx(t)] −

(
1

ν2 + ω2

)
A[g(t)]. (5)

Taking the inverse Aboodh transform on both sides of eq. (5), we get

x(t) = X0(t) − A−1

[(
1

ν2 + ω2

)
A[Rx(t)]

]
− A−1

[(
1

ν2 + ω2

)
A[Nx(t)]

]
− A−1

[(
1

ν2 + ω2

)
A[g(t)]

]
, (6)

where

X0(t) = A−1

[(
1

ν2 + ω2

)
x(0) +

x′(0)
ν(ν2 + ω2)

]
. (7)
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According to the homotopy perturbation method [23,19,28], we may expand x(t) in power of an embedded parameter
p (0 ≤ p ≤ 1) as, x(t) =

∑∞
n=0 pnxn(t) and nonlinear term Nx(t) =

∑∞
n=0 pnHn(x), where He’s polynomial Hn(x)

can be written as

Hn(x) =
1
n!

dn

dpn

[
N

∞∑
n=0

pnxn(t)

]
, n = 0, 1, 2, 3, . . . . (8)

By the construction of homotopy, here we get an exactly solvable problem for p = 0 whereas p = 1 corresponds to the
nonliear problem for which we are trying to find the solution. Applying HPM and substituting the value of x(t) and
Nx(t) in eq. (6) in terms of the power series of p and Hn(x), we get,

∞∑
n=0

pnxn(t) = X0(t) − p

(
A−1

[(
1

ν2 + ω2

)
A

[
R

∞∑
n=0

pnxn(t)

]]

+ A−1

[(
1

ν2 + ω2

)
A

[ ∞∑
n=0

pnHn(t)

]]
+ A−1

[(
1

ν2 + ω2

)
A[g(t)]

])
. (9)

Comparing the coefficient of like power of p on both sides, we get the following relations from eq. (9),

p0 : x0(t) = X0(t), (10)

p1 : x1(t) = −A−1

[(
1

ν2 + ω2

)
A [Rx0(t)]

]
− A−1

[(
1

ν2 + ω2

)
A[H0(x0(t))]

]
− A−1

[(
1

ν2 + ω2

)
A[g(t)]

]
, (11)

p2 : x2(t) = −A−1

[(
1

ν2 + ω2

)
A[Rx1(t)]

]
− A−1

[(
1

ν2 + ω2

)
A[H1(x1(t))]

]
− A−1

[(
1

ν2 + ω2

)
A[g(t)]

]
. (12)

The approximate solution, as p → 1, is

x(t) = lim
p→1

∞∑
n=0

pnxn(t) = x0(t) + x1(t) + x2(t) + x3(t) + . . . . (13)

Here, x0(t) is the zeroth-order term which corresponds to the solution p = 0 homotopy, i.e., the exactly solvable part
of the equation. The first order correction is represented by x1 and x2 is the second order term and so on. It is to
be noted that the approximate solution of x(t) in eq. (13) is independent of the expansion parameter p or any other
perturbative parameter. The HPM solution not only converges very fast but it also gives the exact solution with the
certain assumption [26,30].

3 Applications

We construct the following differential equation representing the general form of a group of nonlinear oscillators which
are profusely used for describing physical systems [18,22,31–33] encountered in science and engineering:

d2x

dt2
+

λx + a1x(dx
dt )2 + a2x

3
(

dx
dt

)2
+ a3x

3 + a4x
5

1 + b1x2 + b2x4
= 0, (14)

where λ, a1, a2, a3, a4, b1 and b2 are arbitrary parameters. Let us rewrite eq. (14) as

d2x

dt2
+ ω2x = (ω2 − λ)x − b1x

2 d2x

dt2
− b2x

4 d2x

dt2
− a1x

(
dx

dt

)2

− a2x
3

(
dx

dt

)2

− a3x
3 − a4x

5, (15)

where ω is the frequency of oscillation of the system. We apply AT on both sides of eq. (15) to get

x(ν) =
(

1
ν2 + ω2

)
x(0) +

x′(0)
ν(ν2 + ω2)

+ (ω2 − λ)
(

1
ν2 + ω2

)
A[x]

− b1

(
1

ν2 + ω2

)
A

[
x2 d2x

dt2

]
− b2

(
1

ν2 + ω2

)
A

[
x4 d2x

dt2

]

− a1

(
1

ν2 + ω2

)
A

[
x

(
dx

dt

)2
]
− a2

(
1

ν2 + ω2

)
A

[
x3

(
dx

dt

)2
]

− a3

(
1

ν2 + ω2

)
A[x3] − a4

(
1

ν2 + ω2

)
A[x5]. (16)
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With help of the properties of inverse Aboodh transform, as given in table 1, and applying the initial conditions,
x(0) = a and x′(0) = 0, we obtain x(t) from eq. (16) as follows:

x(t) = a cos ωt + (ω2 − λ)A−1

[(
1

ν2 + ω2

)
A[x]

]

− b1A
−1

[(
1

ν2 + ω2

)
A

[
x2 d2x

dt2

]]
− b2A

−1

[(
1

ν2 + ω2

)
A

[
x4 d2x

dt2

]]

− a1A
−1

[(
1

ν2 + ω2

)
A

[
x

(
dx

dt

)2
]]

− a2A
−1

[(
1

ν2 + ω2

)
A

[
x3

(
dx

dt

)2
]]

− a3A
−1

[(
1

ν2 + ω2

)
A[x3]

]
− a4A

−1

[(
1

ν2 + ω2

)
A[x5]

]
. (17)

With the help of the properties of AT and inverse AT, we obtain the coefficients of p0 and p1 from eq. (10) as follows:

p0 : x0(t) = a cos(ωt),

p1 : x1(t) =
1
2ω

[
a(ω2 − λ) +

3
4
b1a

3ω2 +
5
8
b2a

5ω2 − 1
4
a1a

3ω2 − 1
8
a2a

5ω2 − 3
4
a3a

3 − 5
8
a4a

5

]
t sin ωt

+
1

8ω2

[
1
4

(a1 + b1) a3ω2 +
1
16

(a2 + 5b2) a5ω2 − 1
4
a3a

3 − 5
16

a4a
5

]
(cos ωt − cos 3ωt)

+
1

24ω2

[
1
16

(a2 + b2) a5ω2 − 1
16

a4a
5

]
(cos ωt − cos 5ωt). (18)

To avoid the secular term, we put the coefficient of t sin ωt equal to zero, i.e.,

a(ω2 − λ) +
3
4
b1a

3ω2 +
5
8
b2a

5ω2 − 1
4
a1a

3ω2 − 1
8
a2a

5ω2 − 3
4
a3a

3 − 5
8
a4a

5 = 0, (19)

which gives the angular frequency of nonlinear oscillation as

ω =

√
8λ + 6a3a2 + 5a4a4

8 + 2a2(3b1 − a1) + (5b2 − a2)a4
. (20)

Using eq. (19) in eq. (18), we get the analytic solution from eq. (17) to the generalized equation (14), considering the
first order approximation as

xATHPM (t) = a cos ωt

+
1

8ω2

[
1
4

(a1 + b1) a3ω2 +
1
16

(a2 + 5b2) a5ω2 − 1
4
a3a

3 − 5
16

a4a
5

]
(cos ωt − cos 3ωt)

+
1

24ω2

[
1
16

(a2 + b2) a5ω2 − 1
16

a4a
5

]
(cos ωt − cos 5ωt). (21)

We shall study different physically relevant cases considering different sets of force parameters in eq. (14).

3.1 Case 1: Motion of a particle on a rotating parabola

We consider the equation of motion of a particle sliding down freely on a parabola which is rotating about its axis [4,
34],

d2x

dt2
+

ω2
0x + 4q2x(dx

dt )2

1 + 4q2x2
= 0, (22)

which also represents the movement of the double-slider mechanism [35]. This may be obtained from the generalized
equation (14) by choosing, λ = ω2

0 , a1 = 4q2, a2 = a3 = a4 = 0, b1 = 4q2 and b2 = 0. The frequency of this nonlinear
oscillator by employing ATHPM may be obtained from eq. (20) substituting the parameters as mentioned above and
can be written as

ω =
ω0√

1 + 2q2a2
, (23)
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Fig. 1. Plot of variation of displacements xRK4(t) (black solid line), xATHPM (t) (blue circles), and xFAF−EBM (t) (red squares)
with time (t) are shown in the three panels of the left column for three parameter sets A, B, C in the top panel, middle panel,
and bottom panel, respectively. Errors in approximate calculations with respect to RK4, εxA and εxF for the same parameter
sets are displayed in the right column.

which is the same as that given by Davodi et al. [32] obtained using the amplitude frequency formulation and also
the same as that given by Nofal et al. [22] employing frequency amplitude formulation based energy balance method
(FAF-EBM). The approximate solution of eq. (22) is obtained by ATHPM from eq. (21) as

xATHPM (t) = a cos ωt +
1
4
q2a3 (cos ωt − cos 3ωt) . (24)

Also, the approximate result by the FAF-EBM is

xFAF−EBM (t) = a cos

(
ω0√

1 + 2q2a2
t

)
. (25)

We plot the displacement obtained from ATHPM xATHPM (t) (blue circles) eq. (24) with increasing time t for three
sets of values of parameters (a, ω0, q) in the left column of fig. 1 and compared with the same given by FAF-EBM
method xFAF−EBM (t) (red squares) eq. (25) and also that obtained by numerical solution of eq. (22) employing forth-
order Runge-Kutta (RK4) method xRK4(t) (black solid line). It is seen that for all the parameter sets (A:(0.5,0.8,0.5)
for top panel, B:(0.5,0.5,0.8) middle panel and C:(0.8,0.5,0.5) in the bottom panel), approximate displacements match
extremely well with the xRK4.

The error in approximate solutions of displacement with respect to its values calculated using RK4, εxA(= xRK4 −
xATHPM , blue circles) and εxF (= xRK4 − xFAF−EBM , red squares) are displayed in the right column for the same
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Fig. 2. Plot of error in displacement obtained from Python function odeint εxP (black solid line), eq. (24) εxA (blue circles)
and eq. (25) εxF (red squares) with respect to those calculated from RK4 versus time for different values of the mesh size (h)
of time t.

parameter sets. Errors involved in both of the approximate solutions of x(t) are small (maximum value εxA 0.045 and
εxF 0.074) within the ranges of the time t and for the parameters considered. All three panels in the right column
show that accuracy of xATHPM (t) is much improved in comparison to xFAF−EBM (t).

In fig. 1, a comparison of the results obtained from ATHPM and FAF-EBM is done considering those from RK4
method as the reference. In order to check the reliability of RK4 results, we compute the displacement (xPY ) by solving
eq. (22) using Python (function “odeint”) for the parameter set B. We plot, in fig. 2, the error εxP (= xRK4 − xPY ),
along with εxA and εxF as a function of time t for different values of mesh size (h 0.01, 0.001, 0.0001 and 0.00001) of
time t. It is observed that εxP (black solid line) remains very close to zero, through out the span of time considered
here, whereas εxA (blue circles) and εxF (red squares) having maximum error 0.028 and 0.046, respectively. The errors
εxA and εxF remains the same for all values of h. This gives the confidence about the accuracy of the numerical
solutions using RK4 which is taken as the reference when we compare solutions from two approximation methods such
as ATHPM and FAF-EBM.

In table 2, we display, the maximum error εmax
xA in displacement obtained from ATHPM in the second column, the

occurrence of maximum error at the time (tmax
A ) in the fourth column and the values of the displacement xmax

A at tmax
A in

the fifth column for a range of values of the force parameters. We have also displayed the values of the same quantities
obtained from FAF-EBM εmax

xF , tmax
F , and xmax

F in the third, sixth and seventh columns, respectively, to compare the
corresponding ATHPM results. We see, the order of magnitude of the error are same in the displacement obtained
from both the approximate methods although the ATHPM results are found to give better numerical accuracy than
FAF-EBM specially at larger values of the force parameters.

3.2 Case 2: Tapered beam

Tapered members are increasingly used in the construction industry because of their unique ability to combine effi-
ciency, economy and aesthetics —the three corner stones of structural art [36]. Tapered beam is an important model
for engineering structures having variable stiffness along the length such as tree-branches, turbine blades, bridges,
etc. The fundamental vibration mode of a tapered beam can be expressed as the following nonlinear differential
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Table 2. Comparison of maximum error in calculation of displacement (x(t)) in ATHPM (εmax
xA ) and FAF-EBM (εmax

xF ) methods
for different values of the force parameters. The locations of occurrence of maximum errors for both models are displayed in
last four columns.

Parameters εmax
xA εmax

xF tmax
A xmax

A tmax
F xmax

F

a = 0.5, ω0 = 0.5

q = 0.2 0.0011 0.0003 20.0 −0.4451 19.6 −0.4803

0.5 0.0025 0.0025 9.4 −0.0011 9.4 −0.0012

0.8 −0.0033 −0.0296 20.0 −0.4038 20.0 −0.4038

1.0 −0.0259 −0.0603 20.0 −0.2114 20.0 −0.2114

1.5 0.08643 0.1031 12.0 −0.2980 14.7 0.2747

a = 0.5, q = 0.5

ω0 = 0.2 0.0026 −0.0061 20.0 −0.4108 20.0 −0.4107

0.5 0.0025 0.0025 9.4 −0.0012 9.4 −0.0012

0.8 −0.0039 −0.0127 20.0 −0.4166 20.0 −0.4166

1.0 0.0119 0.0207 18.2 −0.0313 18.8 0.2575

1.5 0.0002 0.0002 20.0 −0.4997 20.0 0.4997

ω0 = 0.5, q = 0.5

a = 0.2 0.0004 0.0001 20.0 −0.1780 19.6 −0.1921

0.5 0.0025 0.0025 9.4 −0.0012 9.4 −0.0012

0.8 −0.0052 −0.0473 20.0 −0.6461 20.0 −0.6461

1.0 −0.0518 −0.1205 20.0 −0.4228 20.0 −0.4228

1.5 0.2593 0.3095 12.0 −0.8942 14.7 0.8243

equation [37–39]:
d2x

dt2
+

x + εx
(

dx
dt

)2
+ βx3

1 + εx2
= 0. (26)

The same equation may be obtained by choosing the arbitrary parameters in eq. (14) as λ = 1, a1 = ε, a2 = 0, a3 = β,
a4 = 0, b1 = ε, b2 = 0. The ATHPM frequency can be obtained from eq. (20) as

ω =

√
4 + 3βa2

4 + 2εa2
, (27)

which is the same as that given by FAF-EBM method [22]. The approximate solution by ATHPM (xATHPM ) to
eq. (26) is obtained from eq. (21) is as follows:

xATHPM (t) = a cos ωt +
1

8ω2

[
1
2
εa2ω2 − 1

4
βa3

]
(cos ωt − cos 3ωt), (28)

where the same as that given by FAF-EBM [22] is

xFAF−EBM (t) = a cos

(√
4 + 3βa2

4 + 2εa2
t

)
. (29)

In fig. 3, we plot the exact displacement from numerical solution xRK4 (solid line), xFAF−EBM (squares) and xATHPM

(circles) for two different parameter sets U (a = 1, ε = 0.1, β = 1, in the upper left panel) and V (a = 1, ε = 1, β = 1,
in the upper right panel). We have also compared the variation of errors εxA and εxF with time for the aforementioned
parameter set in corresponding bottom panels.

It is found, from the top panels of fig. 3, that the approximate solutions for the displacement of tapered beam mimic
with those obtained from the RK4 very well for the range of time and parameter sets considered for this study. In this
case, the accuracies of the solutions obtained by ATHPM and FAF-EBM are similar. A close look at the error-graphs
εxA(= xRK4 − xATHPM , solid line) and εxF (= xRK4 − xFAF−EBM , squares) versus time t, displayed in the bottom
panels of the figure corroborates the conclusion made from the plots presented in the top panels.
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Fig. 3. Plot of variation of displacements xRK4(t) (solid line), xATHPM (t) (circles), and xFAF−EBM (t) (squares) with time t are
shown in the top row for two parameter sets U , and V in the left panel, and the right panel, respectively. Errors in approximate
calculations εxA and εxF for the same parameter sets are displayed in the bottom panels.

3.3 Case 3: Autonomous conservative oscillator

Let us consider the force parameters, a1 = ε, a2 = 2α, a3 = β, a4 = γ, b1 = ε and b2 = α. From eq. (15) we obtained
the equation of motion as

d2x

dt2
+

λx + εx
(

dx
dt

)2
+ 2αx3

(
dx
dt

)2
+ βx3 + γx5

1 + εx2 + αx4
= 0, (30)

which represents the free vibrations of an autonomous conservative oscillator with fifth order nonlinearities [18,40,41].
Here motion is assumed to start from the position of maximum displacement with zero initial velocity. The parameter
λ is an integer which may take values from −1, 0, 1 and ε, α, β, γ are positive parameters. The solution to the above
equation may be readily obtained from the generalized solutions equations (20) and (21) with the help of ATHPM.
The approximate frequency as a function of amplitude is obtained as

ω =

√
8λ + 6βa2 + 5γa4

8 + 4εa2 + 3αa4
, (31)

which is the same as that given by the FAF-EBM method [22] but differs from the expression of frequency reported
by Mehdipour et al. [18], using EBM,

ωEBM =
1√
3

√
12λ + 9βa2 + 7γa4

8 + 4εa2 + αa4
. (32)

The ATHPM solution of eq. (30) is

xATHPM (t) = a cos ωt +
1

8ω2

[
1
2
εa3ω2 +

7
16

αa5ω2 − 1
4
βa3 − 5

16
γa5

]
(cos ωt − cos 3ωt)

+
1

24ω2

[
3
16

αa5ω2 − 1
16

γa5

]
(cos ωt − cos 5ωt), (33)

where the same is given by FAF-EBM as
xFAF−EBM (t) = a cos ωt. (34)

It is noted that, unlike xFAF−EBM , xATHPM contains terms from higher harmonics (3ω and 5ω).
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Fig. 4. The plots of displacements xATHPM (t) (circles), xFAF−EBM (t) (squares), and xRK4(t) (solid line) as a function of time
t for parameter set P is displayed in the left top panel. Comparison of errors εxA (solid line) and εxF (squares) are given for
parameter sets Q (right top panel), R (left bottom panel) and S (right bottom panel).

The variation of displacement obtained from ATHPM, xATHPM (t) (circles) with time t for of values of parameter
set P (a = 1, ε = 0.2, α = 0.2, β = 0.1, γ = 0.1) in the left top panel of fig. 4 and compared with the same given by
FAF-EBM method xFAF−EBM (t) (squares) eq. (25) and also that obtained by numerical solution of eq. (22) employing
fourth-order Runge-Kutta (RK4) method xRK4(t) (solid line). We have also compared the variation of errors εxA (solid
line) and εxF (squares) within the time range 0 to 20, for the parameter sets Q (1.0, 0.5, 0.5, 0.3, 0.2) right top panel,
R (1.0, 1.0, 0.5, 0.3, 0.2) left bottom panel and S (1.0, 1.5, 0.2, 0.2, 0.1) right bottom panel.

It is seen, from the left top panel, that all three curves match very well at initial stage the approximate solutions
start deviating slowly from the corresponding exact values xRK4(t) as the time increases. The same is observed in
error graphs shown in the other three panels.

3.4 Case 4: Mathews and Lakshmanan oscillator

Mathews and Lakshmanan [42] presented a nonlinear system which obeys equation of motion as follows:

d2x

dt2
+

α2x ∓ kx
(

dx
dt

)2

1 + kx2
= 0. (35)

This equation of motion was obtained from the Lagrangian density for a relativistic scalar field which arises in the
context of the theory of elementary particle. Equation (35) is a simpler form of the general equation in eq. (14).
Considering the arbitrary parameters as λ = α2, a1 = ±k, a2 = a3 = a4 = 0, b1 = ∓k and b2 = 0 one can arrive at
eq. (35). The frequency of the nonlinear oscillator, which is obtained by ATHPM from eq. (20) as

ωATHPM =
α√

1 ± ka2
, (36)

which is the same as the exact frequency [42]. We obtain first-order correction term as, x1 = 0. Thus, the displacement
in ATHPM is

xATHPM = a cos
[

α√
1 ± ka2

t

]
. (37)

Therefore, we get the exact solution by ATHPM of the Mathews and Lakshmanan nonlinear oscillator.
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4 Conclusion

A generalized equation is constructed which reduces to strongly nonlinear equations corresponding to physically
relevant systems such as the motion of a particle in a rotating parabola, the vibration of a tapered beam, autonomous
conservative oscillator, etc., for particular choices of the parameters of the restoring force. Aboodh transform based
homotopy perturbation method is applied to find an approximate analytical solution to this equation giving rise to
both the displacement and frequency of the oscillation for free vibration of strongly nonlinear oscillators as mentioned
above. It was observed that the solution converges very fast, even first-order correction is sufficient for getting results
with high accuracy. This method not only gives very accurate numerical values of displacement and frequency but
also gives an idea about the contributions from different harmonics to it. It is to conclude that the solution for the
generalized equation enables us to study various nonlinear physically relevant systems easily in the same footing. The
merit of ATHPM is its simplicity and ability to give the solutions to the nonlinear systems with high accuracy. This
study also reveals that the ATHPM gives better accuracy in calculating oscillation-variables in comparison to those
obtained from FAF-EBM for the systems considered.

Publisher’s Note The EPJ Publishers remain neutral with regard to jurisdictional claims in published maps and institutional
affiliations.
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Abstract
In this article, we apply Homotopy Perturbation Method (HPM) for solving

three coupled non-linear equations which play an important role in biosystems. To
illustrate the capability and reliability of this method. Numerical example is given
which confirms our analytical findings.

Keywords: Homotopy Perturbation Method; Eco-epidemic model; Application

1 Introduction
There exist a wide class of literature dealing with the problem of approximate solutions to
nonlinear equations with various different methodologies, called the perturbation meth-
ods. But almost all perturbation methods are based on small parameters so that the
approximate solutions can be expanded in series of small parameters. Its basic idea is to
transform by means of small parameters, a nonlinear problem of an infinite number of
linear subproblems into an infinite number of simpler ones. The small parameter deter-
mines not only the accuracy of the perturbation approximations but also the validity of
the perturbation method.

There exists some analytical approaches, such as the harmonic balance method [1],
the Krylov-Bogolyubov-Mitropolsky method [2], weighted linearization method [3], per-
turbation procedure for limit cycle analysis [4], modified Lindstedt-Poincare method [5],
artificial parameter method [6] and so on.
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In science and engineering, there exists many nonlinear problems, which do not con-
tain any small parameters, especially those with strong nonlinearity. He [7, 8] developed
the Homotopy Perturbation Method (HPM) for solving linear, nonlinear, initial and
boundary value problems by merging the standard homotopy and the perturbation. The
HPM was formulated by taking full advantage of the standard homotopy and perturba-
tion methods. In this method the solution is given in an infinite series usually converging
to an accurate solution.

Inspired and motivated by the ongoing research in the area of bioscience involving
mainly ecological and eco-epidemiological systems, we apply HPM for solving three cou-
pled nonlinear equations representing a prey-predator model system with disease in prey
species only.

This paper is organized as follows: In Section 2, HPM has been illustrated. Based on
the HPM, the approximate solutions of three coupled nonlinear equations are obtained
in section 3. Finally, we have drawn the conclusion in section 4.

2 Analysis of the Homotopy Perturbation Method
(HPM)

To illustrate the basic ideas of HPM for solving nonlinear differential equations, He[7, 8]
considered the following nonlinear differential equation:

A(u)− f(r) = 0, r ∈ Ω, (2.1)

with the boundary conditions

B

(
u,

∂

∂n

)
= 0, r ∈ Γ, (2.2)

where A is a general differential operator, B is a boundary operator, f(r) is known
anaclitic function, Γ is the boundary of the domain Ω and ∂

∂n
denotes differentiation

along the normal vector drawn outwards from Ω. The operator A can generally be
divided into two parts L and N , where L is linear and N is nonlinear. Therefore, Eq.
(2.1) can be written as

L(u) +N(u)− f(r) = 0, rεΩ. (2.3)
He [7, 8] constructed a homotopy as follows:

H(v, p) = (1− p)
(
L(v)− L(u0)

)
+ p

(
A(v)− f(r)

)
= 0 (2.4)

or,
Hi(v, p) = Li(v, p)− Li(v0, p) + p

(
Li(v0, p) +Ni(v, p)

)
= 0. (2.5)

where v(r, p) : Ω × [0, 1] → R. In Eq. (2.4), p ∈ [0, 1] is an embedding parameter
and u0 is the first approximation that satisfies the boundary condition. The changing
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process of p from zero to unity is just that of H(v, p) from L(v)−L(u0) to A(v)−f(r). In
topology, this is called deformation. The terms L(v)− L(u0) and A(v)− f(r) are called
homotopy. According to the homotopy perturbation method, the parameter p is used as
a small parameter and the solution of Eq. (2.4) can be expressed as a series in p in the
form

v = v0 + pv1 + p2v2 + p3v3 + · · · · · · · · · (2.6)

when p → 1, Eq. (2.4) corresponds to the original one, Eq. (2.5) the approximate
solution of Eq. (2.1) , i.e.

u = lim
p→1

v = v0 + v1 + v2 + v3 + · · · · · · · · · (2.7)

The convergence of the series in Eq. (2.6) has been discussed by He[7, 8].

3 Homotopy perturbation method for three coupled
system

We consider three coupled nonlinear equations which describe a prey-predator model,
consisting with two prey and a predator species. We also consider an infectious disease,
which is transmissible among the prey species only to give the model realism, interested
readers are referred to [9-11]. Let us assume S(t) denotes susceptible prey population,
I(t) denotes infected prey population, and P (t) denotes predator population at any time.
The model under consideration is given by the following system of ordinary nonlinear
differential equations

dS

dt
= rS

(
1− S + I

K

)
− c1SP − δSI, (3.1)

dI

dt
= δSI − c2IP − d1I, (3.2)

dP

dt
= e(c1S + c2I)P − d2P, (3.3)

where S(0) > 0, I(0) > 0, P (0) > 0 and Ṡ0 = 0, İ0 = 0 and Ṗ0 = 0. Here r is the growth
rate of the prey population, c1 and c2 are the searching efficiency of the predators for the
susceptible prey and infected prey respectively, similarly ec1 and ec2 are the conversion
factors for the susceptible prey and infected prey respectively consumed by the predators.
K is the carrying capacity of the environment for the total (susceptible + infected) prey
population, the disease spreads horizontally with mass action incidence rate δSI. d1 is
the mortality rate of infected prey population including disease related death, d2 is the
mortality rate of the predator population. All the parameters are non negative. The
predators eat both susceptible and infected prey at different rates, since the susceptible
prey more likely escapes from an attack, thus c1 < c2. It is to be noted that the value
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of the system parameter ‘e’ is a proper fraction for most of the realistic prey-predator
interactions. For application of HPM, now we write Eqs. (3.1)-(3.3) as

Hi(S, P, I, p) = Li(S, I, P, p)− Li(S0, I0, P0, p) + p

Li(S, I, P, p) +Ni(S, I, P, p)
 (3.4)

where i = 1, 2, 3 and we also consider

S = S0 + pS1 + p2S2 + p3S3 + · · · · · · · · · (3.5)

I = I0 + pI1 + p2I2 + p3I3 + · · · · · · · · · (3.6)

P = P0 + pP1 + p2P2 + p3P3 + · · · · · · · · · (3.7)

when p→ 1, Eqs. (3.5)-(3.7) become the approximate solution of Eqs. (3.8)-(3.10), i.e.,

Sapprox = lim
p→1

S = S0 + S1 + S2 + S3 + · · · · · · · · · (3.8)

Iapprox = lim
p→1

I = I0 + I1 + I2 + I3 + · · · · · · · · · (3.9)

Papprox = lim
p→1

P = P0 + P1 + P2 + P3 + · · · · · · · · · (3.10)

Here, boundary conditions are S0 > 0, I0 > 0, P0 > 0 and Ṡ0 = İ0 = Ṗ0 = 0.
For without perturbation, the Eqs. (3.1)-(3.3) can be written as

dS0(t)
dt

= rS0 (3.11)

dI0

dt
= −d1I0 (3.12)

dP0

dt
= −d2P0 (3.13)

whose solutions are S0(t) = S(0)ert, I0(t) = I(0)e−d1t, P0(t) = P (0)e−d2t.
With the help of Eq. (3.4), one can write the Eqs. (3.1)-(3.3) as follows:

dS

dt
− rS = p

− rS(S + I

K

)
− c1SP − δSI

, (3.14)

dI

dt
+ d1I = p

δSI − c2IP

, (3.15)

dP

dt
+ d2P = p

ec1S + ec2IP

. (3.16)
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Substituting the values of S(t), I(t) and P (t) from Eqs. (3.5)-(3.7) and equating the
coefficients of embedding parameter p, we get coefficient of p0 as

dS0(t)
dt

− rS0 = 0, (3.17)
dI0

dt
+ d1I0 = 0, (3.18)

dP0

dt
+ d2P0 = 0. (3.19)

Equating the coefficient of p, we have

dS1

dt
− rS1 = − r

K
S2

0 −
r

k
S0I0 − c1S0P0 − δS0I0, (3.20)

dI1

dt
+ d1I1 = δS0I0 − c2I0P0, (3.21)

dP1

dt
+ d2P1 = ec1S0P0 + ec2I0)P0, (3.22)

and coefficient of p2 as

dS2

dt
− rS2 = −2r

K
S0S1 −

r

k
(I0S1 + S0I1)− c1(P0S1 + S0P1)

−δ(S1I0 + S0I1), (3.23)
dI2

dt
+ d1I2 = δ

(
S1I0 + S0I1)− c2(I1P0 + I0P1

)
, (3.24)

dP2

dt
+ d2P2 = ec1

(
S1P0 + S0P1

)
+ ec2

(
I1P0 + I0P1

)
, (3.25)

etc. Eqs. (3.1)-(3.3) can easily determine the components Sk, Ik and Pk and k ≥ 0.
So, it is possible to calculate more components in the decomposition series to enhance
the approximation. Consequently, one can recursively determine every term of the series
Σ∞k=0Sk(t), Σ∞k=0Ik(t) and Σ∞k=0Pk(t) and hence the solutions S(t), I(t) and P (t) is readily
obtained in the form of a series like

Sapprox. = S0e
rt + A1e

2rt + A2e
(r−d1)t + A3e

(r−d2)t + A4e
3rt + A5e

(r−d1−d2)t

+A6e
(r−2d1)t + A7e

(r−2d2)t + A8e
(2r−d1)t + A9e

(2r−d2)t, (3.26)
Iapprox. = I0e

−d1t +B1e
(r−d1)t +B2e

−(d1+d2)t +B3e
(r−d1−d2)t +B4e

(r−2d1)t

+B5e
(2r−d1)t +B6e

−(2d1+d2)t +B7e
−(d1+2d2)t, (3.27)

Papprox. = P0e
−d2t + C1e

(r−d2)t + C2e
−(d1+d2)t + C3e

(r−d1−d2)t + C4e
(r−2d2)t

+C5e
(2r−d2)t + C6e

−(2d2+d1)t + C7e
−(d2+2d1)t, (3.28)
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where the constants Ai, i = 1 to 9 are given by

A1 = −S
2(0)
K

, A2 = 1
d1

(
r

K
+ δ

)
S(0)I(0), A3 = c1

d2
S(0)P (0),

A4 = S3(0)
K2 , A5 = 1

d1 + d2

( r

K
+ δ

)(
2c2

d1
+ c1

d2

)
− ec2

2
d2

S(0)I(0)P (0),

A6 = rc1

2Kd1d2
I(0)S(0)P (0) + δ

2d2
1

(
r

K
+ δ

)
I2(0)S(0),

A7 = c2
1
d2

2
S(0)P 2(0), A8 = − 1

r − d1

(
δ

r
+ 1
K

)(
2r2

Kd1
− r

K
+ δ

)
S2(0)I(0),

A9 = − 1
r − d2

(
2rc1

Kd2
− ec2

1
r
− c1

K

)
S2(0)P (0),

the constants Bi, i = 1 to 7 are given by

B1 = δ

r
S(0)I(0), B2 = c2

d1
I(0)P (0), B3 = 1

r − d2

δ( c1

d2
+ c2

d1

)

−c2

(
ec1 + δ

r

)S(0)I(0)P (0),

B4 = δc1

d2(r − d1)S(0)I(0)P (0), B5 = δ

2r

δ
r
− 1
K

S2(0)I(0),

B6 = − ec2
2

d2(d1 + d2)I
2(0)P (0), B7 = c2

2
2d2d1

P 2(0)I(0),

and the constants Ci, i = 1 to 7 are given by

C1 = ec1

r
S(0)P (0), C2 = −ec2

d2
I(0)P (0),

C3 = 1
r − d1

(e2c1c2

r
+ ec2δ

r
− e2c1c2

d2

)
S(0)I(0)P (0) + ec2

1
d2
S(0)P 2(0)

,
C4 = ec2

1
d2(r − d2)S(0)P 2(0), C5 = ec1

2r

ec1

r
− 1
K

S2(0)P (0),

C6 = − ec2
2

d1(d1 + d2)P
2(0)I(0), C7 = e2c2

2
2d2d1

I2(0)P (0).

Putting the different values of parameters r, k, c1, c2, δ, e, d1, d2, we obtained the ap-
proximate solutions of Eqs. (3.1)-(3.3). To explain our results, we have drawn figures
of S(t), I(t) and P (t) versus time for different parameters and initial condition values.
From these figures, we see that the exact numerical results and the results obtained using
HPM are nearly same.
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4 Conclusion
This system of three coupled differential equations (3.1)–(3.3) plays an important role
in biosystems. The basic goal of this paper is to study this model using HPM. The
goal has been achieved by deriving solutions using few iterations only. The qualitative
results of the present studies have been compared with the results obtained by numerical
computation using r = 0.1, k = 0.3, c1 = 0.1, c2 = 0.2, δ = 0.1, e = 0.1, d1 = 0.2, d2 = 0.2
as evident from the Fig. 1 and reveal that HPM is very effective and convenient for
solving non-linear differential equations. Hope that with the help of these solutions, one
can study qualitative and quantitative behaviors of realistic prey-predator interactions.
The HPM introduces a significant improvement in this field. This makes the proposed
scheme more powerful and gives a wider applicability.
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Figure 1: The S(t), I(t), P (t) versus time for the different values of parameters r = 0.1, k =
0.3, c1 = 0.1, c2 = 0.2, δ = 0.1, e = 0.1, d1 = 0.2, d2 = 0.2 and initial conditions S0(0) =
0.01, I0(0) = 0.01 and P0(0) = 0.01. B-, D-, F-line represent the numerical solutions S(t), I(t)
and P (t) respectively and C-, E-, G-line represent the approximate solutions of S(t), I(t) and
P (t) respectively which have been obtained using HPM.
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ON THE DISTRIBUTION OF ZEROS OF BICOMPLEX
VALUED ENTIRE FUNCTIONS IN A CERTAIN

DOMAIN

SANJIB KUMAR DATTA, TANCHAR MOLLA, JAYANTA SAHA, TANDRA
SARKAR

Abstract. Bicomplex algebra is a modern developed area which
is a generalization of the field of complex numbers. In this paper we
derive some results related to the distribution of zeros of bicomplex
valued entire functions in a certain domain. A few examples with
related figures are given here to justify the results obtained.

1. Introduction

Bicomplex numbers which are the commutative generalization of
complex numbers were first introduced by Segre (cf, [5]). Stan-
dard definitions, notations and many more properties of bicomplex
numbers are available in [2] and [6]. A bicomplex entire function
f(z) is also represented by an everywhere convergent power series as
f(z) =

∑∞
j=0 αjz

j, where αj’s and z are bicomplex numbers. Thus,
bicomplex entire functions can be thought of the natural generaliza-
tion of bicomplex polynomials. The aim of the paper is to establish
some results concerning the distribution of zeros of bicomplex entire
functions in a certain domain.

————————————–
Keywords and phrases: Bicomplex valued entire function, domain,
zero free region.
(2010) Mathematics Subject Classification: 30C10, 30C15,
30D10, 30D20, 30G35.
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Abstract

The aim of this paper is to establish some results focusing
on the location of zeros of transcendental entire functions. A
few examples with related �gures are given here to justify the
results obtained.

Subject Classi�cation: Primary: 30D20; Secondary: 30C10, 30C15, 30D10.
Keywords: Transcendental entire function, order, zero free region .

1 Introduction, De�nitions and Notations.

The study of the location of zeros of polynomials has a long history. The earli-
est contributors to this area of subject were Gauss, Cauchy and Enström-Kakeya
{cf.[6]} and consequently a lot of papers devoted in this branch can be found in the
literature{cf.[1],[4],[5],[7] & [8]}. A function of one complex variable analytic in the
�nite complex plane C is called an entire function and whenever it has an essential
singularity at point at in�nity it will be transcendental. If a function f(z) is entire
then it can be represented by an every where convergent power series like

f(z) = a0 + a1z + ...+ anz
n + ...

Thus the entire functions form natural generalization of polynomials.

The prime purpose of this paper is to derive zero free region for some transcen-
dental entire functions of �nite order under various conditions using the coe�cients
an's. We do not explain the standard theories, notations and de�nitions of entire
functions as those are available in [9] & [10].

The following de�nitions are well known:
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Abstract 
Magnetizability (ξ) and chemical potential (μ) are two valuable atomic and molecular descriptors of reactivity. They play 
a valuable role in studying chemical/magnetic interactions and deducing the fate of a species/reaction. In view of this, a 
connection has been explored between these properties employing polarizability (α) as a reference. It is expected that the 
relation amongst these descriptors would assist in gaining more specific and advanced knowledge about the reactivity and 
stability of almost every species and their associated interactions. According to the present study, atoms and molecules with 
high chemical potential will have high magnetizability and vice versa, similar to polarizability. The proposed relationship is 
in accordance with the Minimum Magnetizability Principle as well, since chemical potential also prefers a minimum value 
like magnetizability.
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Introduction

The aim of the present study is to establish a connection 
between two important concepts — magnetizability (ξ) 
and chemical potential (μ). Both of these quantities are 
significant in predicting and understanding numerous 
physico-chemical or magnetic properties and associated 
interactions in atoms as well as molecules (Pearson 1992a, 
b; Bader and Keith 1993; Toro-Labbé 1999; Olejniczak 
et al. 2017; Janda and Foroutan‐Nejad 2018; Conradie 
et al. 2019). Apparently, a great deal of work has been car-
ried out for/using these properties (Boudart 1952; Wilson 
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et al. 1999; Franco-Pérez et al. 2015; Szmytkowski and G. 
Łukasik 2016; Valiev et al. 2017). This makes it crucial to 
study both the quantities extensively to gain ample infor-
mation regarding their relationships with several other 
quantities and their effects in species. Magnetizability (ξ) 
is understood as the linear response of an atom, molecule 
or ion’s electron cloud towards an external magnetic field, 
alike polarizability (α) which is response in the presence 
of an electric field (Dahle et al. 1999).

In Eq. (1), m and B denote induced magnetic moment 
and external magnetic field while in Eq. (2), d and ϵ sig-
nify induced dipole moment and external electric field, 
respectively. E refers to energy. The descriptor has been 
considerably employed to predict the aromaticity of 
diverse species (Badri et al. 2013; Foroutan‐Nejad 2015; 
Janda and Foroutan‐Nejad 2018; Conradie et al. 2019). 
As transparent from their relationships, magnetizability 
is more or less similar to polarizability. Accordingly it 
is expected that magnetizability would follow principles 
and present relationships with other descriptors identi-
cal to that of polarizability. On the basis of this notion, 
a Minimum Magnetizability Principle (MMP) was pro-
posed analogous to Minimum Polarizability Principle 
(MPP) (Tanwar et al. 2006). A relation of softness with 
magnetizability was also explored in terms of Hard–Soft 
Acid–Base (HSAB) principle (Chattaraj et al. 2007). A 
commonly used term while describing magnetizability is 
magnetic susceptibility. Although both physical quantities 
are related and convertible to each other, practically they 
are different. While former refers to the molecular prop-
erty, latter is an experimentally calculable bulk quantity 
(Ruud et al. 1994). Laplacian of the charge density (ρ) 
is another quantity which helps in providing additional 
insight towards the reactivity patterns (Bader and Mac-
Dougall 1985). It offers sharp peaks and valleys in various 
regions corresponding to electrophilic and nucleophilic 
regions of the system under study.

Since 1960s chemical potential has been an admired 
concept. Its significance in predicting and explaining 
the reactivity patterns is clearly evident from its history. 
Although, the theoretical framework for the electronic 
chemical potential based on Density Functional Theory 
(DFT) was developed in 1980. In the DFT formalism 
(Parr and Yang 1989; Geerlings et al. 2003), an electronic 
chemical potential is recognized as the variation of the 

(1)m = �B, �=−

(
�2

E(B)

�B2

)|
|
|
|
|B=0

(2)d = � ∈, �= −

(
�2

E(∈)

� ∈2

)|
|
|
|
|∈=0

electronic energy (E) of a system about the number of 
electrons (N) at fixed external potential (v(r)) (Geerlings 
et al. 2003).

Whenever a species undergoes any change due to a 
chemical reaction or any other factor, such as electronic 
movement, it always tends to move towards a point which 
has a lower chemical potential. Lower the value of chemi-
cal potential, higher is the stability of that species and vice 
versa. Since it is a form of energy, it gives a good amount of 
information about the direction of a chemical reaction and 
the stability of the products to be formed. It can also give 
an idea about the feasibility of the given reaction conditions 
with respect to the compounds concerning that reaction. For 
modeling an electron transfer reaction between two species, 
two descriptors are very crucial. While one provides the ten-
dency of the species to resist donation of electrons, another 
assesses the propensity of the species to accept electrons. 
These two descriptors can be recognized as the ionization 
potential (IP) and electron affinity (EA) or, to some extent 
more instinctively, as an electronic chemical potential that 
determines the gain or loss in energy on acquiring or los-
ing electrons (Parr et al. 1978). In general, the chemical 
potential is described directly in terms of electron affinity 
(EA) and ionization potential (IP) (Parr et al. 1978; Parr 
and Pearson 1983).

Moreover, from a DFT perspective, a system’s chemical 
potential (μ) is described as “the escaping tendency of an 
electronic cloud” making electronegativity as its negative 
counterpart (Parr and Yang 1989; Parr et al. 1978; Kohn 
et  al. 1996). In a similar manner, chemical potential is 
directly or indirectly associated with several other properties 
too (Tandon et al. 2019a, b, 2020). Since it is the first energy 
derivative which is significantly related to other properties, 
it is useful in explaining reactivity and stability of different 
species, compounds and reaction pathways. In view of this 
fact, we have tried to explore the link between the two sig-
nificant atomic/molecular quantities, viz. chemical potential 
and magnetizability, which can be helpful in predicting and 
elucidating a plethora of chemical and magnetic interactions 
and phenomenon in the area of magnetochemistry. Owing to 
the inverse relationship of electronegativity with chemical 
potential (Parr et al. 1978; Iczkowski and Margrave 1961) as 
well as polarizability (Tandon et al. 2019a), a direct associa-
tion between chemical potential and polarizability follows, 
viz. � ∼ � . Also, since magnetizability shows similar behav-
iour as polarizability (� ∼ �) (Tanwar et al. 2006; Chattaraj 

(3)� =

(
�E

�N

)

v(r)

(4)�(N) = −
1

2
(IP(N) + EA(N))
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et al. 2007), it is expected that a large chemical potential of 
a species is associated with its high polarizability and high 
magnetizability as well.

Theory and methodology

In a chemical process, the reactants distort the electron cloud 
and alter each other’s electronic surroundings. In case of 
a species with higher chemical potential, the distortion 
is rather easier than a species with lower potential. It is a 
well-known fact that species with higher energy (or chemi-
cal potential) are more reactive (or prone to electron cloud 
distortion) and less stable than the ones with lower energy. 
Polarizability assesses the ease of electron cloud distortion 
when a species is under the influence of an electric field. 
Moreover, as mentioned above, a species with a higher 
chemical potential has more polarizing power, viz. � ∼ �.

Under normal circumstances, all the reactant molecules 
experience a field due to other reactant molecules. An exter-
nal electromagnetic field can simulate this field when any 
of the reactants, whether atoms or molecules, are placed 
in it. To account for the magnetic properties of atoms and 
molecules, magnetizability is a suitable descriptor which in 
conjunction with polarizability can be employed in getting 
insights into reactivity as well as stability. With an intention 
of expanding this connection, we are exploring whether the 
species with a larger chemical potential will possess high 
magnetizability as well.

In the present analysis, we have compared the association 
of chemical potential with polarizability and magnetizabil-
ity utilizing the data from Cárdenas et al. (2016) , Haynes 
(2017) and Fraga et al. (1973) work, respectively, for atoms 
with Z = 2–96. Similar comparisons are also made for sev-
eral saturated and unsaturated hydrocarbons comprising 
open-chain as well as cyclic systems employing experimen-
tal data to justify the connections amongst the properties. 
The comparison is performed by taking molecular chemi-
cal potentials from Schäfer and Lax (1961) and molecular 
polarizabilities as well as molecular magnetizabilities from 
Haynes (2017). Further, atomic magnetizability (Fraga et al. 
1973) values are plotted against atomic numbers to study 
the periodicity.

Results and discussion

The variation of chemical potential (Cárdenas et al. 2016) of 
atoms with Z = 2–96 with the corresponding polarizabilities 
(Haynes 2017) and magnetizabilities (Fraga et al. 1973) is 
presented in Fig. 1. A look at Fig. 1 clearly reveals the simi-
lar connection of chemical potential with polarizability as 
well as magnetizability. It is apparent that a higher value of 

chemical potential, in general, relates to a high polarizing 
and magnetizing power.

On observing Fig. 1, it appears that the relations between 
chemical potential (μ) and polarizability (α) as well as 
between chemical potential (μ) and magnetizability (ξ) for 
atoms may be described through a simple empirical formula 
(Eq. 5):

where x = α, ξ and c1 and c2 are adjustable parameters. Using 
the least square fit approach for the data presented in Fig. 1a, 
b, we have obtained empirical fits for chemical potential 
(μ) − polarizability (α) and chemical potential (μ) − magnet-
izability (ξ) as depicted by Eq. (6) and Eq. (7), respectively:

Based on the above result (Eq. (6) and (7)), a reasonable 
relation between polarizability (α) and magnetizability (ξ) 
has been deduced (Eq. 8):

Empirical curves for the fitted equations, viz. Eq. (6), 
Eq. (7) and Eq. (8), are illustrated using continuous lines in 
Fig. 1a, b and c, respectively.

Further, Fig. 2 provides the plots for some alkane mol-
ecules (see Table 1) presenting the association between the 
above three properties using experimental data. It is evident 
from the plots that an outstanding relation is present between 
chemical potential and magnetizability (R2 = 0.929), almost 
same as polarizability (R2 = 0.935). Another fact noted is 
enhanced correlation between the properties in case of mol-
ecules in comparison to mere atoms. On a practical note, this 
is a better result since most of the studies are performed on 
molecules and almost everything in general is in the form 
of a molecule or compound. Thus, the following relation-
ship (Eq. 9) may be considered to exist between chemical 
potential (μ) and magnetizability (ξ):

It is important to note from the figures that the chemical 
potential–polarizability trend displays very close resem-
blance to the chemical potential–magnetizability trend data 
because of the likeness in their concepts.

Since chemical potential and magnetizability have been 
established to be almost directly related, when one property 

(5)� =
c1

x
+ c2

(6)� =
0.102

�
− 0.086

(7)� =
0.486

�
− 0.095

(8)� =
0.102�

0.486 + 0.009�
≈ 1.13�

(9)� ∼ �
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decreases, the other should also decrease and vice versa. 
Likewise, as chemical potential favours lower value to gain 
stability, magnetizability should also favour a smaller value. 
This outcome is in accordance with the Minimum Magnet-
izability Principle (MMP) which states “a stable configura-
tion/conformation of a molecule or a favourable chemical 
process is associated with a minimum value of the magnetiz-
ability” (Tanwar et al. 2006). The validity of this principle 
has been recently demonstrated in case of several chemical 
reactions further strengthening the concept (Tandon et al. 
2021). This result as well indicates the appropriateness of 
our suggested relation.

A graph is plotted for atomic magnetizability (Fraga et al. 
1973) (Z = 2–96) as a function of atomic number (Fig. 3). It 
is apparent from the plot that alkali metals and alkaline earth 
metals possess the largest magnetizabilities in a period while 
the noble gases the least. In accordance with the chemical 
potential (Cárdenas et al. 2016) and polarizability plots 
(Tandon et al. 2019a), atomic magnetizability too shows a 
declining trend across the period while increasing within a 
group. Maximum values of magnetizability are evident for 
the elements present at the end of each row of the periodic 
table. For the atoms having closed shells or sub-shells, the 

values of chemical potential, polarizability and magnetiza-
bility are expected to be small. It must be noted that polariz-
ability as well as magnetizability displays an explicit minima 
for closed-shell systems having ns2np6 configuration. On the 
other hand, excluding some elements, the sub-shell structure 
in polarizability and magnetizability is not very pronounced. 
For instance, the behaviour of chemical potential in case of 
the Group IIA elements is a lot more systematic than that 
of polarizability or magnetizability. It is promising to note 
that there is an increment in the values of chemical poten-
tial, polarizability and magnetizability from He to Rn, high-
lighting the characteristic direct behaviour between chemical 
potential and polarizability as well as chemical potential and 
magnetizability.

Further, in case of heavy and super-heavy elements, such 
as Pb, Au, Hg, Cn, Fl, the ns2 and np1/2

2 shells present inert-
ness due to relativistic mass–velocity stabilization of the ns 
and np orbitals (Balasubramanian 1997, 2001, 2002a, b). 
In fact, it is observed that the ionization potential of Fl is 
very high since both 7s27p1/2

2 shells become inert pair (Bal-
asubramanian 2001, 2002a) and the spin–orbit splitting of 
7p1/2 − 7p3/2 becomes almost 1/3rd of the ionization potential 
of hydrogen atom (Balasubramanian 2001). On the basis 

Fig. 1  Plots depicting varia-
tion of a chemical potential (μ) 
(Cárdenas et al. (2016)) (in au) 
with polarizability (α) (Haynes 
2017) (in − 10−1 au), b chemical 
potential (μ) (Cárdenas et al. 
2016) (in au) with magnetiz-
ability (ξ) (Fraga et al. 1973) 
(in au) and c polarizability (α) 
(Haynes 2017) (in − 10−1 au) 
with magnetizability (ξ) (Fraga 
et al. 1973) (in au) for atoms 
with Z = 2–96
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of MMP (Tanwar et al. 2006), it is suggested that when an 
electronic configuration of a system is completed, it becomes 
inert and achieves its minimal energy and magnetizability 
state. Accordingly, a minimum value of magnetizability is 
observed for such closed-shell systems.

Hence, magnetizability can be identified as a descriptor 
for understanding the reactivity and stability of numerous 
species and various magnetic interactions together with 
polarizability and related parameters. Overall, a lower 
value of chemical potential and magnetizability appears to 
be linked with a stable state, viz. minimum energy configu-
ration, while a higher value of chemical potential and mag-
netizability is associated with an excited or transition state, 
viz. high or maximum energy configuration.

Conclusion

In the present work, we have tried to explore the link 
between atomic/molecular reactivity descriptors—chemical 
potential and magnetizability. It is observed that similar to 
polarizability, magnetizability is also associated with chemi-
cal potential and thus it can be used to provide insights into 
the reactivity and stability of species and various magnetic 
interactions. It is a well-known fact that lower chemical 
potential signifies higher stability of a species. Similarly, 
a lower magnetizability is also related to stability. Hence, 
the suggested relationship is clearly in line with the Mini-
mum Magnetizability Principle as well. It is also observed 

Fig. 2  Plots depicting experi-
mental variation of a chemical 
potential (μ) (Schäfer and Lax 
1961) (in au) with polariz-
ability (α) (Haynes 2017) (in 
– 10−1 au), b chemical potential 
(μ) (Schäfer and Lax 1961) (in 
au) with magnetizability (ξ) 
(Haynes 2017) (in au) and c 
polarizability (α) (Haynes 2017) 
(in – 10−1 au) with magnetiz-
ability (ξ) (Haynes 2017) (in au) 
for some alkanes
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Table 1  Experimental values of chemical potential (μ) (in au), polar-
izability (α) (in − 10−1 au) and magnetizability (ξ) (in au) for selected 
alkanes

a Values obtained from Schäfer and Lax (1961)
b Values obtained from Haynes (2017)

Molecule μa αb ξb

Methane  − 0.0194  − 0.4901  − 3.6615
Ethane  − 0.0124  − 0.8448  − 5.6396
Propane  − 0.0089  − 1.1888  − 8.1227
Butane  − 0.0059  − 1.5498  − 10.5848
Pentane  − 0.0031  − 1.8881  − 13.2784
Hexane  − 0.0016  − 2.2491  − 15.5931
Octane 0.0024  − 3.0051  − 20.3279
2-Methylpropane  − 0.0068  − 1.5385  − 10.6269
2,2-Dimethylpropane  − 0.0058  − 1.9278  − 13.2573
2,2,4-Trimethylpentane 0.0024  − 2.9182  − 20.6856
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that within the periodic table, magnetizability displays an 
expected periodic behaviour.
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Introduction
The protonation reactions or the physico-chemical pro-

cess of protonation are ubiquitous in almost all the areas of
chemistry and biochemistry1–5. The chemical method of pro-
tonation is basic of many chemical rearrangements, and
enzymatic reactions4. The resulting protonated molecule is
frequently an essential intermediate that guides the succeed-
ing steps of the overall process. The knowledge of the intrin-
sic basicity and the site of protonation of a compound are
central for the understanding of the mechanism of chemical
reactions. The legend proton affinity is defined as the nega-
tive of the enthalpy change of a protonation reaction at the
standard conditions. The gas-phase proton affinities are a
quantitative measure of the intrinsic basicity of a molecule6.
The study of thermochemistry of the proton transfer reaction
in the gas phase is well-known experiment of acid-base re-
action7. Dynamics of proton transfer is also important for ion-
ization processes in mass spectroscopy8.

In the investigation of ample number of molecule spe-
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In the investigation of sufficient number of molecule species from the interstellar and circumstellar media with almost 80% of
these cations are protonated molecules. The carbonyl sulphide (OCS) molecule being the interstellar molecule has three pos-
sible protonation sites (either O, S, or C). So, the investigation is performed to determine the best site for the protonation of
carbonyl sulphide (OCS) theoretically. The physico-chemical process of protonation is allied with the energy lowering phe-
nomenon. For ambivalent molecules having more than one lone pairs at different sites, the protonation occurs preferentially.
Preferred site of protonation is an important physico-chemical input in suggesting and modeling reaction mechanism involv-
ing such molecules. Locating the preferred site of protonation in ambivalent molecules is a fascinating problem of experiment
as well as theoretical chemistry. The present study has invoked local density functional descriptors governing electrophilic
attack for Fukui function (f–), local softness function (s–) and local philicity function (–) theoretically locating the preferred
site of protonation, an electrophilic reaction, of the chosen of ambidentate molecule whose preferred site of protonation are
known experimentally. It is found that theoretically prediction in terms of computed theoretical descriptor values regarding the
preferred sites of protonation in carbonyl sulphide (OCS) molecules have one to one correspondence with the experimental
findings.
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cies from the interstellar and circumstellar media with about
10% being cations and almost 80% of these cations are pro-
tonated molecules9–16. Jefferts et al.17 during their study,
first detected the carbonyl sulphide (OCS) as a recognized
interstellar molecule within the giant molecular Sagittarius
B2 and was further confirmed in about ten interstellar
sources18–20.This interstellar molecule OCS participate an
significant role in the global cycling of sulphur21 and it forms
the major source of stratospheric aerosol22 due to its high
abundance (about 500 ppm) in the troposphere.

Since, the OCS molecule has three possible protonation
sites (either O, S, or C) so the purpose of this work was to
determine the best site for the protonation of OCS theoreti-
cally which correspond with the experimental result23–28.

In the physico-chemical process of protonation, when a
proton dynamically approaches towards a nucleophile from
a long distance, it is attracted by the electron cloud of the
molecule. Thus a proton acting as an electrophile starts soak-
ing the electron density from the entire skeleton of the nu-
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cleophile29 and as a result, the electron cloud of the nucleo-
phile is redistributed and remains under the influence of
nucleus of the electrophile. Ultimately the proton fixes at a
site of lone pair – the site of protonation, of the molecule.
However, if there is no lone pair in the structure of the mol-
ecule, the proton remains weakly attached to the sphere of
the charge cloud of the molecule. The polarizing power of
the proton induces a physical process of structural and ener-
getic changes in the molecule. This phenomenon is, in par-
ticular, at the origin of the site of protonation, has consider-
able effect on the strength and length of the bonds5. The
structural and energetic changes induced by the polarizing
power of the proton are expected to be at its maximum at the
gas phase of the molecule. Thus, the gas-phase basicity is
certainly the ideal revelator of the structural and energetic
characteristics of the molecular protonation process.

If a molecule has more than one donor sites i.e. lone
pairs and if a proton approaches such a molecule, the pro-
ton will not find all the donor sites to be attacked equally
likely. The proton will select the most preferred site in the
structure of the molecule. In the dynamic process of proto-
nation reaction, the preferred site may be identified by the
attaching proton in a kinetic and thermodynamic process.
But the selection of preferred site will be decided by the ther-
modynamically controlled process. When the proton is fixed
at the preferred site, the enthalpy change is more and when
the proton fixes at non-preferred site liberation of energy is
less. The procedure follows the hierarchical steps: (i) calcu-
late energy of the molecule first, and (ii) then attach proton
at different probable sites to generated protonated species
one after another, and (iii) then compute the energy of the
protonated species theoretically and/or experimentally.

The preferred site of protonation in ambidentate molecules
can also predicted from the charge densities on atomic sites
and also the hybridization of the lone pair that binds the pro-
ton5,29,30. Introduction of Conceptual Density Functional
Theory based global and local descriptors by Parr and co-
workers31–34 made DFT more popularize and initiated a new
arena of scientific research. Although, the global descriptors
like electronegativity, hardness and electrophilicity index are
hypothetical concepts35–47, these descriptors are success-
fully used to predict several physico-chemical properties of
molecules as well as the reaction surfaces45,47 and to probe

the site of chemical reaction of molecules48. It is worth men-
tioning that the local descriptors are evolved from the global
descriptors. Global quantities like hardness, softness deal
with the stability and reactivity of different interacting frag-
ments as a whole.

If a proton approaches dynamically towards a donor, what
direction will be preferred from among several directions that
can produce the same type of chemical bond between the
proton and the donor? Since the purpose of this work here is
to correlate the known site selectivity in terms of local den-
sity functional descriptors, so it is pertinent to discuss the
local reactivity descriptors in brief.

The most popular method for predicting how and whether
a reaction will take place is the frontier molecular orbital theory
(FMO)49. This method uses the shapes and symmetries of
the highest occupied molecular orbital (HOMO) and the low-
est unoccupied molecular orbital (LUMO) to indicate whether
a reaction will occur or not. If the HOMO of the electron do-
nor and the LUMO of the electron acceptor have the same
shape (symmetry) and phase, then electron transfer from
the HOMO of the first molecule to the LUMO of the second
can occur, often forming a bond between the reagents50.
This motivated the definition of a function in the context of
density functional theory (DFT) that encapsulates the essence
of FMO31,51–53 but, in principle, includes both electron cor-
relation31,54. This function is known as the “Fukui function”
f(r). The quantity f(r) is a local property depending on posi-
tion, r and hence it possesses different value at different
position in the chemical species. The Fukui function, f –(r), is
defined as the change in density that one observes when
one goes from N to N – 1 electrons (with the nuclear posi-
tions fixed) and within the frozen core approximation this is
analogous to the density of the HOMO orbital. A similar func-
tion, f +(r), can be defined as the difference between the elec-
tron densities of the N + 1 and N electron systems; this is
analogous to the LUMO orbital density. The Fukui function is
labeled according to whether the system is acting as an elec-
tron acceptor or an electron donor. The f +(r) says where an
electron will add to the molecule. The f –(r) says where an
electron given to an electron acceptor will come from. Elec-
tron donors tend to attack the molecule where f +(r) is large
because this is where the molecule “wants electrons”. The
essence of the theoretical development is that the numerical
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values of f +(r) and f –(r) in molecules predict the preferred
sites for electrophilic or nucleophilic attack in the molecules.
Electron acceptors tend to attack the molecule where f –(r) is
large because this is where the molecule has electrons that
it is “willing to give up”31,51. .

Notwithstanding some workers reported the failure of
Fukui functions to predict the reaction site of a molecule30,
still the Fukui functions are used in several works as good
descriptor of site selectivity48,51,55–60.

Parr and Yang31,33, on the basis of DFT, further intro-
duced a new local DFT descriptor – the local softness (s)
which have been found potentially useful to identifying the
preferred sites of molecules prone to chemical reaction. The
local softness can be considered as “local abundance” or
“concentration” of their corresponding global properties. The
conceptual structure and the necessary algorithm for this
descriptor have crystallized a distinct branch of conceptual
chemistry – the local Hard-Soft Acid-Base (HSAB) principle.

In order to provide a unified treatment of chemical reac-
tivity and selectivity concept of philicity is introduced30 through
a resolution of identity.

Theoretical background
There is a paradigm shift in the realm of conceptual chem-

istry due to the density functional underpinning of Parr et
al.31,32,52,61. The useful qualitative entities like hardness,
electronegativity and electrophilicity index which were ab-
stract semiotic representations are now considered as theo-
retical quantities of cognitive representations. According to
DFT, given the electron density function (r) of a chemical
system and the ground state energy and everything can be
determined. The chemical potential,  of that system in equi-
librium has been defined as the derivative of the energy func-
tional E () with respect to the electron density at fixed mo-
lecular geometry.

The chemical potential, , is given by62

 = –= [E ()/]v (1)
where v is the external potential acting on an electron due to
the presence of nucleus.

The differential definition more appropriate to atomic sys-
tem is on the basis that for a system of N electrons with
ground state energy E [N,v],

 = –= [E/N]v (2)
The absolute hardness is defined63 as

 = ½ [/N]v = ½ [(2 E/N2)]v (3)
The ansatz for hardness is mathematically difficult because
the numerical method is required to be invoked to solve it64.
However, Parr and Pearson63, invoking finite difference ap-
proximation, suggested an approximate formula for the evalu-
ation of hardness and electronegativity as

= ½ (I – A) (4)
 = ½ (I + A) (5)

where I is the ionization energy and A is the electron affinity
of the chemical species. Pearson65 proceeded further to
evaluate ‘I’ and ‘A’ in terms of orbital energies of the highest
occupied molecular orbital, HOMO and the lowest unoccu-
pied molecular orbital, LUMO by connecting it with Hartree -
Fock SCF theory and invoking Koopmans’ theorem the hard-
ness and electronegativity are reformulated as

 = ½ (–HOMO + LUMO) (6)
and  = – = – ½ (LUMO + HOMO) (7)

where I = –HOMO, and A = – LUMO.
The inverse of hardness is defined as softness31,33.
S = ½= (N/)v = 1/(I – A) (8)

Parr et al.34 defined another global parameter, the electro-
philicity index () as

 = ()2/(2) (9)
or,

 = {(I +  A)2}/8(I – A) (10)

The Fukui function is defined as
f(r) = [/v (r)]N = [(r)/N]v (11)

The Fukui function can give three predictions:
(i) governing electrophilic attack: f –(r) = [(r)/N]–v   (12)
(ii) governing nucleophilic attack: f +(r) = [(r)/N]+v    (13)
(iii) governing neutral (radical) attack:
f 0(r) = [(r)/N]0v (14)

The three cases have S >R, S < R and S ~R.
A “frozen core” approximation now gives d= dvalence

in each case, and therefore,
(a) governing electrophilic attack: f –(r) = HOMO (r) (15)



J. Indian Chem. Soc., Vol. 97, No. 11b, November 2020

2394

(b) governing nucleophilic attack: f +(r) = LUMO (r) (16)
(c) governing neutral (radical) attack:
f 0(r) ½ [HOMO (r) + LUMO (r)] (17)

where (r) is the electron density.
Local softness, s(r) , can be written by the formula
s(r) = S f (r) = ((r)/)T,v(r) (18)

There are three local softness functions:
(a) governing electrophilic attack: s–(r) = S f –(r) (19)
(b) governing nucleophilic attack: s+(r) = S f +(r) (20)
(c) governing neutral (radical) attack: s0(r) = S f 0(r) (21)

Here s–(r), s+(r) and s0(r) are the local softnesses correspond-
ing to electrophilic attack, nucleophilic attack and radical at-
tack respectively66. The local philicity index30 is given as

(r) = f(r) (22)

There are three local philicity functions:
(a) governing electrophilic attack: – (r) = f – (23)
(b) governing nucleophilic attack: + (r) = f + (24)
(c) governing neutral (radical) attack: + (r) = f + (25)

Propose of this study to locate the reactive centers for the
chemico-physical process of protonation of representative
molecule in terms of the computed values of local density
functional descriptors.

Method of computation
Computational study is performed within ab initio frame-

work and descriptors have been calculated using concep-
tual density functional theory. All the modeling and structural
optimization of compounds have been performed using
Gaussian 09 software package67. For optimization purpose,
Hartree-Fock with basis set 6-311G has been adopted.

The optimized structure for carbonyl sulfide are presented
in Fig. 1.

All the global descriptor such as global hardness (),
chemical potential (), electronegativity (), global softness
(S), and global electrophilicity index () are computed for
the molecules stated above using eq. (6), eq. (7), eq. (8 )
and eq. (10) respectively and are given in the Table 1.

The global descriptors are used to compute the local

Table 1. Global hardness (), global softness (S), chemical
potential (), and global electrophilicity index () in eV

Molecules (eV) (eV) (eV) (eV) S (eV)
OCS 6.90112 –4.8611 4.8611 1.71207 0.1449

Table 2. The computed Fukui function (f –), local softness (s–), local
philicity index (–) in eV for different donor centers of carbonyl

sulfide (OCS)
Center f – s– –

O 0.30078 0.043584 0.51495
C 0.03277 0.004748 0.0561
S 0.84815 0.122901 1.4521

descriptors. Since proton is an electrophile and the site se-
lectivity of the instant reactions will be decided by f –, s– and
–, so computation has done to calculate the values of Fukui
function (f –), local softness (s–), local philicity index (–) only
using eq. (15), eq. (19) and eq. (23) respectively for all the
probable donor centers of the chosen molecule and are given
in the Table 2.

Fig. 1. Optimized structure of carbonyl sulfide.

Results and discussion
The structural formula shows that the molecule has three

probable sites, ‘O’ ,‘S’ and ‘C’ of protonation. The evaluated
Fukui functions (f –), the local softness (s–) and local philicity
(–) for the three different donor centers O, S and C of the
molecule OCS are presented in Table 2. It is the intrinsic
characteristics of Fukui function that the numerical value of
f – measures the reactivity (nucleophilicity) of a particular



Rajak: Probing the reactive center for site selective protonation in carbonyl sulphide in terms of conceptual etc.

2395

atomic site of a donor center towards an electrophile, the
proton. Looking at Table 2, it can be seen that the f – values
of the different donor centers in the donor, OCS follows the
order S > O > C which clearly indicates that the S-center in
OCS molecule is the more reactive center towards an
electrophile.

In prediction based upon the calculated atomic charges,
on the other hand, would be seriously in error. In OCS, the
most negative atomic charge are found to be on O, S and C,
–0.4404, 0.197, 0.24338 respectively, followed inconsistent
with the experimental fact23,24–28 that S is the most attrac-
tive site of protonation attack.

So, the experiment23,24–28 and theory proceed hand in
hand in the matter of selecting the preferred site of protona-
tion in multi dented molecule like OCS and the theoretical
tour is some local DFT descriptor.

Conclusion
Molecules may have more than one site having lone pair

of electrons in its structure in terms of valence bond descrip-
tion. The lone pairs are the centre where an electrophile usu-
ally attaches during the course of chemical reactions between
a nucleophilic and electrophile. Proton is an electrophile. It
approaches kinetically towards a molecule and soaks elec-
tron density from the molecule. In the process energy lower-
ing takes place. It is also quite expected that proton will pre-
fer more polarizable site in the molecule for binding. The
local Hard-Soft Acid-Base (HSAB) principle has introduced
a cluster of local theoretical descriptors namely the Fukui
functions, local softnesses and the local electrophilicity indi-
ces. The thermodynamic mechanism of protonation can be
rationalized in terms of the local Hard-Soft Acid-Base (HSAB)
descriptors. The gamut of the theory is that the site selectiv-
ity in the physico-chemical process of protonation can be
predicted in terms of these theoretical descriptors.

In the present study, determined the preferred site of elec-
trophilic reactions/protonation of such molecules in terms of
the local descriptors discussed above and the result is 1 to 1
correspondence between the theoretical prediction and ex-
perimental finding. In other words, the preferred site of pro-
tonation can be rationalized in terms of the local density func-
tional descriptors. The experiment and theory proceed hand
in hand in the matter of selecting the preferred site of pro-

tonation in multidented compounds and the theoretical tour
is some local DFT descriptor. But prediction based upon the
calculated atomic charges, on the other hand, would be se-
riously in error.
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Abstract
The recent work has an aim to establish a pivotal role of orbital exponent in the 
normalized atomic radii, atomic density and atomic hardness. These three periodic 
descriptors help to understand the real scenario of an element. Concerning the effec-
tive nuclear charge, screening constant and effective principal quantum number, we 
have developed a new relation between these periodic properties and invoked a new 
formula by which we can compute the normalized radii, density and global atomic 
hardness in terms of the orbital exponent. With comparison to the existing famous 
formulae originating from different concepts, we can conclude that our empirical 
computation has an inherent efficacy to predict periodicity.
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1 Introduction

Atomic radius is an important periodic descriptor which can govern many phys-
ico-chemical properties. It is a function of the molecular environment [1]. It is 
well noted that atomic radii cannot be defined in precession. The size of the mole-
cule relies upon the particle weight. The atomic size is considered as non-observ-
able. Theoretical research on various properties such as the structure of electrons 
in an atom and a molecule are carried out depending upon a vast domain, i.e., 
wave mechanics. Quantum mechanics portrays the image of an atom as a separate 
group of electrons around the centre of an atom, and every group reaches out to 
the core. Similarly, the electrons of an atom come beneath the direct sway of the 
nucleus of an atom. There is a finite possibility of determining the location of an 
electron in the vast space, leading to a gradual increase in the radial distance with 
the diminishing of electron density (ρ(r)) and becomes zero at infinity [2].

The radii categorised as the radii of an atom or an ion irrespective of whether 
it is bonded or nonbonded having covalent, and van der Waals forces amongst 
each other [3–15]. Though the additivity of atomic and ionic radii was reported 
in the early history of size calculation [16–19], it was established later that the 
interatomic and interionic distance are a function of the crystal type, allotropic 
nature and coordination number [20–23].

Determination of atomic and molecular size has paramount importance in 
chemical sciences. Whereas theoretical models have a preference in predicting 
absolute atomic and ionic radii, innovative techniques are useful to compute rela-
tive size [24]. Theoretical calculation of atomic and ionic size has evolved from 
the empirical model and reached up to Self-Consistent Field theory [25–27]. 
Empirical relationship gained popularity in terms of the minimum requirement 
of computational resources, whereas SCF has inherent importance of its accu-
rate prediction of atomic and ionic size. Empirical ionic radii, as well as atomic 
radii, correlate to the wave functions of an ion and atom similar to the maximum 
charge density in a valence shell of an atom [7, 10, 28–45]. Recently Chakraborty 
et  al. [46] have discovered a new set of atomic radii through empirical calcu-
lations considering the relationship between atomic size with various periodic 
descriptors, such as ionisation potential (IP) and effective nuclear charge. Slater 
[47] propounded a new analytical form of the radial part of one electron function 
with the fruitful scope of calculation of normalised radii of atoms. Based on the 
versatile suggestions given by Slater, we suggest a new and transit form of for-
mula of normalised radii and density by which we can calculate these properties 
for 103 atoms.
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2  Methodology of computation

2.1  Computation of normalized radii and atomic density

The radii have been categorised as the radii of an atom or an ion irrespective of 
whether it is bonded or nonbonded having covalent, and van der Waals forces 
amongst each other [3, 5–7, 7–12, 14, 16–18, 48, 49]. Though the additivity of 
atomic and ionic radii was reported in the early history of size calculation, it was 
established later that the interatomic and interionic distance are a function of the 
crystal type, allotropic nature and coordination number [19–21, 23, 24, 50].

Determination of atomic and molecular size has paramount importance in 
chemical sciences. Several researchers had been trying to define atomic/molecule/
ionic scope invoking different experimental and theoretical methods the trend is 
going on till today. Whereas theoretical models have a preference in predicting 
absolute atomic and ionic radii, innovative techniques are useful to compute rela-
tive size [51]. The concept of quantum mechanics has put a hindrance to visualise 
the rigid size of atom and ion. However, still, atom or ion can approach only up 
to a particular distance under the influence of a force during a chemical reaction. 
Basis of the empirical approach to evaluate a periodic descriptor is by taking in 
mind the conjoint actions of auxiliary periodic descriptors. Periodic law is fun-
damental, and the following periodicity is regarded as a validation of periodic 
descriptors. An analytical relation for the radial part of an atom as one electron 
function called slater-type orbitals (STO) [47] is as under

where  Rnl (r) = Radial part of atomic orbital, n = the principal quantum number of 
the electron, r = distance from the nucleus, � = orbital exponent = (Z−S)

n∗
 , Z = atomic 

number, S = screening constant, n∗ = effective principal quantum number

Z∗ = effective nuclear charge.
Radial charge density pronounces the behaviour of an electron in a province 

of space called an atomic orbital. Radial part of atom changes with distance from 
the nucleus due to the shape of the orbital. Radial charge density distribution 
function ( ()) can be defined [52] as follows

From Eqs. (1) and (3), it may be written as

Differentiating Eq. (4) concerning r

(1)Rnl(r) = (2�)n+1∕2[(2n)!]−1∕2rn−1exp(−�r)

(2)Z − S = Z∗

(3)�(r) = 4�r2R2

(4)
�(r) = 4�r2(2�)2n+1[(2n)!]−1r2n−2exp(−2�r)

�(r) = 4�r2n(2�)2n+1[(2n)!]−1exp(−2�r)
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In terms of slater orbitals theoretical atomic radii  (rmax=
n

�
) , equating the right-

hand side of Eq. (5) equal to zero and replacing  rmax by r

The relationship [52] of an induced dipole with the applied electric field is 
given by

where d = induced dipole moment,       � = polarizability, F = the applied electric 
field.

The polarizability can be defined by [53]as under

K = proportionality constant.
In the actual formula, K has used due to the inhomogeneity of the electron 

cloud [54]. Purcell [55] calculated the exact quantum mechanical calculation of 
polarizability of the hydrogen atom as under

On comparing Eqs. (11) and (12), K is equal to the 4.5.
By putting the value of orbital exponent and the value of r in terms of volume 

in Eq. (1) we get a new formula as under

where d is density.
On considering Eq. (3) with Eq. (1)

(5)
d�(r)

dr
= [4�(2�)2n+1[(2n)!]−1exp(−2�r)][2nr2n−1 − 2�r2n]

(6)rmax =
n

�
= r

(7)d = �F

(8)� = r3

(9)� =
3V

4�

(10)V =
4

3
�r3

(11)� = Kr3

(12)� =
9

2
a3

0

a0 = Bohr radius

(13)

Rnl(r) =

(

2
(Z − S)

n∗

)n+1∕2

[(2n)!]−1∕2

[

(

3m

4�d

)

n−1

6

exp

[

(

(Z − S)

n∗

)

(

3m

4�d

)

1

6

]
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Hence

2.2  Computation of Atomic Density

Compare Eqs. (13) and (14) and considering the exponential value

and

On raising both the side by to power 6 in Eq. (16)

By use of Eq. (17), we can calculate the exact values of density of atoms which is 
computed with the use of orbital exponent for specification, as all the orbitals have 
different types of shapes.

R. Onofrio [56] pronounced that electroweak scale gravitational constant has 
roughly 1033 times to the Newtonian gravitational constant. Sesvatharam et al. [57] 
noticed that

Considering an atom, the total mass of an atom is the sum of the product of the 
total number of proton and mass of the proton and the product of the total number of 
neutrons and mass of neutrons. Hence, we can replace the value of  mp by  mn

rmax =
n

�

(14)Rnl(r) =

(

2
(n)

rmax

)n+1∕2

[(2n)!]−1∕2[(rmax)
n−1exp[−n]

(15)exp−n = exp

[

(

−
Z − S

n∗

)(

3m

4�d

)

1

6

]

(16)−n = [(−
Z − S

n∗
)(

3m

4�d
)

1

6

]

(17)

(−n)6 =

[

(

−
Z − S

n∗

)6(
3m

4�d

)

]

(n)6 =

[

(

Z − S

n∗

)6(
3m

4�d

)

]

d =

[

(

Z − S

n∗

)6
(

3m

4�(n)6

)]

(18)
Gw

GN

≅ (
mp

me

)
10

(19)
Gw

GN

≅

(

mn

me

)10
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where  Gw = Weak Gravitational constant,  Ge = Electromagnetic Gravitational Con-
stant,  GN = Newtonian Gravitational Constant.

We can replace m in Eq. (17) as the mass of an atom is equal to the sum of the 
mass of protons and neutrons

where a represents the number of neutrons and b is used for a number of protons.

2.3  Computation of Atomic Hardness (η)

The strength of an element is the force of an atom in which the electrons attract 
to themselves when they are part of a compound. The chemical hardness of the 
atom can signify the resistance of an atom towards its the deformation or polari-
sation of its under a minute perturbation (V) by the chemical reaction. However, 
the exact value of this critical quantity is still at large [58–60]. Atomic hardness 
can be observed as an essential periodic descriptor for atoms which are useful in 
correlation, prediction and modelling of various many Physico- chemical quali-
ties of an atom or a molecule. The correct values of atomic hardness are the fore-
most importance as they are required for modulation and understanding various 
biochemical syntheses as well as the structure of condensed matter. The hard-
ness is a conceptual property of an atom, and it cannot be observed physically. 
Therefore, we cannot evaluate it experimentally. In fact, the probability of quan-
tum mechanical calculation of hardness is eliminated in accordance with the rules 
of quantum mechanics. [61]. Ayers et al. [62] suggested that the atomic radius to 
be inversely proportional to the strength and vice versa. Geerlings et al. [63] to 
verify the Eqs. (14) and (17), let’s consider the physical quantity, i.e. η (global 
hardness). According to the DFT [64–66] (Density Functional Theory), the oper-
ational definition for the hardness is as under

where I defined as the ionization potential of atoms and molecules and A is as the 
electron affinity of atoms and molecules.

Feynman et al. [67] suggested that the electric field around a charged particle 
as

where q used for charge and R = r used for radius

(20)(mp)
10 =
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Hence

As r = rmax

where n represents the principal quantum number of orbital, e is the electronic 
charge,  �representstheorbitalexponent, and� represents the global hardness.

Hence

So, it is clear that global hardness is directly proportional to the orbital exponent. 
The global hardness can be calculated by Eq. (26), and it must be considered as a 
new scale of global hardness. By Eq. (26), We have computed the global hardness of 
103 atoms of the periodic table and found a very nice correlation as global hardness 
is a periodic descriptor. We have achieved the atomic hardness of 103 atoms as a 
function of orbital exponent in Fig. 4.

3  Results and discussion

Periodicity is an essential chemical construct which has been defined through exper-
imental and theoretical techniques. Many scientists have used theoretical, empirical 
methods to explain the qualitative description of periodic descriptors.

The terms atomic size is very prevalent in chemical research, and the notion has 
been principally active in explaining several physico-chemical properties of chemi-
cal species and is a beneficial parameter of electronic structure related concept. 
We have explored a simple method of computing the normalized size of atoms and 
brought together the 103 elements to expose how many diverse properties correlate 
with orbital exponent.

In this series, we have developed a new scale or formula to compute normalized 
radii (13,14), density (21) and global hardness (26) of 103 elements of the periodic 
table.

We have strained the size of atoms as a function of orbital exponent in two differ-
ent fashions in Figs. 1 and 2 by using Eqs. (13) and (14), respectively.

To inspect the efficacy of the current method, well-known d-block and f-block 
screening effect in the periodic table are revealed through our computed data. The 
computed normalized radii of transition element of 3d, 4d, 4f and 5f are shown as 
a function of the orbital exponent in Figs.  3 and 4, respectively. The methods of 

(24)I =
(q + e)2

2r
−

q2

2r

A = −I

(25)� =
e2

2r

(26)� =
e2

2n
�
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Fig. 1  The plot of computed normalized radii  (Rnl) as a function of orbital exponent [70] using equation 
number 13
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Fig. 2  The plot of computed normalized radii  (Rnl) as a function of orbital exponent [70] computed using 
equation number 14
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Fig. 3  Comparative study of computed normalized radii  (Rnl) by equation number 13 and radii [46]
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computation of normalized atomic radii have been revealed by the physical proper-
ties like:

(A) the principal quantum number of the electron (B) distance from the nucleus 
(C) orbital exponent (D) atomic number (E) screening constant (F) effective prin-
cipal quantum number. Our calculated normalised radii of 103 elements have to be 
followed in a row and group of the periodic table in a generalized way like.

i) Normalized radii decrease along the row in the periodic table.
ii) Normalized radii increase down the group in the periodic table.
iii) d–block (lanthanides) contraction is clearly shown in Figs. 1 and 2.
iv) f–block atoms (actinides) contraction, also viewed in Figs. 1 and 2.
v) The periodicity of atomic size should be isomorphic with the periodicity of the 

orbital exponent.
vi) The periodicity of normalized radii should be harmonized with the periodicity of 

atomic radii [46] in Fig. 3.

Horizontally rightward movement and vertically downward will be candid if the 
sizes of the atoms are generalized as a function of atomic number.

Slater suggested that the principle maxima of the radial charge density distribu-
tion function on the periphery of the atom may be measured as its theoretical orbital 
exponent. The observations transpire from a comparative study [68] of the sizes of 
atoms.

We have plotted the computed density of atoms as a function of orbital exponent 
in Fig. 5. The universal advent of the plot of atomic density, as revealed in Fig. 5, is 
periodic in nature.

In Fig. 6, a comparative study has been shown for the element with atomic num-
ber 1 to 18. A similar trend for both of the plot validates our study. The alkali metals 
have the smallest density, and the ideal gas atoms have the most significant atomic 
density, and the density increases harmonically horizontally in a period. Hence, it is 
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Fig. 4  Comparative study of computed normalized radii  (Rnl) by equation number 14 and radii [46]
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Fig. 5  The plot of Atomic electron density using Eq. 21 as a function of orbital exponent [70]
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clear that the computed atomic density in terms of the orbital exponent of the pre-
sent work expressively exhibits its qualitative periodicity.

Through a comparison between the computed data of atomic density of current 
calculation vis-à-vis already reported data [68] in Fig. 7, we propose that the theo-
retically computed values of atomic density of elements from Cs atomic number 55 
to Lr atomic number 103 have a good correlation with observed data. Thus we con-
clude that the result is encouraging both extensively and intensively.

Invoking the Eq. 21, we would be able to compute the actual density of 103 atoms 
because we are considering the physical factor which affects the density at various 
conditions. A notable characteristic is observed when we reduce the temperature to 
4 K and retain helium inside it, helium turns into a liquid. It acts against the gravi-
tational rules, the viscosity gets increased, and helium flows without any outflow of 
its kinetic energy. The main reason for such effect is the variation of density at such 
temperature (Fig. 8).

Even though the atomic hardness is an atomic property and depends upon the 
atomic size, it is not an unswervingly quantifiable experimental quantity of an iso-
lated atom, and it has no quantum mechanical operator. From an analysis of the man-
ifest common inter-relationship between atomic hardness (η), Ionisation energy and 
electron affinity and their relation with atomic radii, the direct relationship between 
atomic hardness and the orbital exponent is self-evident. It seems from Fig. 9 that 
the profile for atomic hardness and the profile for orbital exponent are both periodic 
and reciprocally homomorphic.

From the Eq. 26, we can conclude that the global hardness turns up to be directly 
proportional to orbital exponent which we only used to consider as merely a physi-
cal quantity with no significance while deducing the characteristic of an atom. But 
from now we should consider it as a periodic descriptor since we would be able to 
differentiate atoms with just knowing it orbital exponent.

Hence, it is evident from the Fig. 10 that the computed atomic hardness in terms of 
the orbital exponent of the 103 atoms has a good correlation with the effective principal 
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Fig. 8  Comparative study of computed atomic electron density of 103 elements of the periodic table and 
density [67]
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quantum number, the theoretically calculated atomic hardness in terms of energy [69] 
and computed hardness invoking force model [70]. 

The normalized atomic radii of current calculation have a reasonable correlation 
with other available theoretical radii computed through the more erudite methods. 
Thus, the present approach of computing the size of atoms, density and atomic hard-
ness modestly seems to be a definite scheme.
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Fig. 9  A plot of Atomic Hardness (η) as a function of orbital exponent [70]
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4  Conclusion

A new theoretical approach is suggested to define the normalized radii, density and 
atomic hardness of 103 elements in the periodic table. Our computed data signifi-
cantly exhibits the periodicity. Semi and Full filled shell structures are also distinct 
in our results. A successful comparative analysis between our computed data vis-à-
vis existing experimental / theoretical results establishes our model.
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Abstract
The structure and physico-chemical properties of vanadium-doped gold nanoalloy clusters  [AunV]λ (n = 1–9; λ = 0, ± 1) are 
reported within density functional theory framework. The ground state configurations reveal that neutral and anionic clusters 
favour planar structures for n = 1–9, whereas cationic clusters show three-dimensional geometries for n = 7–9. Our computed 
results show that the highest occupied molecular orbital (HOMO)–lowest unoccupied molecular orbital (LUMO) energy 
gap of neutral, cationic and anionic nanoalloy clusters is in the range of 1.41 eV to 2.50 eV, 1.04 eV to 2.37 eV and 1.25 eV 
to 2.24 eV, respectively. It justifies the applications of  [AunV] clusters in optoelectronic, photovoltaic and nonlinear optical 
devices. The HOMO–LUMO energy gap and molecular hardness reveal a fascinating odd–even alteration as a function of 
cluster size. The electronegativity, electrophilicity index and dipole moment of cationic clusters are more as compared to 
neutral and anionic clusters. The computed dipole polarizability has a linear relationship with the cluster size. Calculated 
bond length, dissociation energy and vibrational frequency for species  [Au2]λ and  [AuV]λ (λ = 0, ± 1) are in agreement with 
the experimental results.

Keywords Gold–vanadium nanoalloy cluster · DFT · HOMO–LUMO energy gap · Molecular hardness · Electronegativity

1 Introduction

Since last few decades, gold and impurity-doped gold 
nanoalloy clusters have been gaining a lot of interest due 
to significant technological applications in fabrication of 
nanoscale devices, material science, bio-science, medical 
science and catalysis [1–4]. Gold nanoalloy clusters display 
a unique structural, electronic, optical and magnetic proper-
ties which is different from other coin-age metals like copper 

and silver [5, 6]. The distinctive physico-chemical properties 
of gold clusters are due to significant relativistic effects [7, 
8]. It is well established through theory as well as experi-
ment that physico-chemical properties of nanoalloy clusters 
can be noticeably altered by incorporating suitable impurity 
[9, 10]. It is reported that physico-chemical properties of 
gold clusters can be tuned through proper doping of transi-
tion metal atoms in gold clusters [11, 12]. These bimetal-
lic nanoalloy clusters show distinct physical and chemical 
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properties different from pure and mono-metallic clusters. 
It specifies that impurity of atoms plays an important role 
in enhancing the physico-chemical properties and structure 
of bimetallic clusters [13, 14]. These clusters are suitable 
candidates for applications in nanoscience, semiconductors 
and life sciences [15, 16].

Among the transition metals of the periodic table, vana-
dium is considered as one of the important transition met-
als due to its applications in memory and sensing devices 
[17]. Creveling et al. [18] investigated the gold–vanadium 
alloys by using heat treatment method. They revealed that 
molecular system  Au4V displays interesting ferromagnetic 
properties at 60° K. Jaque et al. [19] investigated Cu clus-
ters by using conceptual density functional theory (CDFT) 
approach. They reported that CDFT method is very help-
ful in computing the physical and chemical properties of 
metallic clusters. Poater et al. [20] have performed a detailed 
investigation on Cu clusters and Cu monocarbonyls cluster 
by using CDFT methodology. Seminario et al. [21] studied 
small gold clusters  Aun (n = 1–4) by using DFT technique. 
Authors reported that tetrahedral structure with the lowest 
spin multiplicity is not the ideal geometry for neutral  Au4 
however this structure is preferred for charged clusters. Paz-
Borbon et al. [22] studied gold clusters supported on pristine 
and MgO surface with the help of DFT technique. Yan et al. 
[23] reported the electron transport characteristic in Au–Si 
interface by using DFT method. Authors stated that Au–Si 
junctions can be suitable for chemical sensors and switch-
ing devices. Yang et al. [24] investigated transition metal-
doped gold clusters  MAu24 (M = V, Cr, Mn, Fe, Co and Ni) 
by using DFT approach. They found that these atoms can 
be doped steadily into  Au24 cluster without making any sig-
nificant change in the atomic and electronic geometry of the 
parent cluster. Du et al. [25] performed extensive study for 
the structure of transition metal-doped gold clusters  MAu12 
(M = 3d–5d) by using DFT methodology. They found that 
Mo- and W-doped gold clusters display a perfect icosahe-
dron cage geometry. Ben-Xia et al. [26] studied structural, 
electronic and magnetic properties of transition metal-doped 
gold clusters  Au5M (M = Sc–Zn) by using DFT technique. 
The ground state configuration of these clusters reveals that 
M atom prefers to be placed at the highly coordinated site. 
Torres et al. [27] studied  [AunM]+ (n ≤ 9; M = Sc, Ti, V, Cr, 
Mn, Fe, Au) clusters by using Density Functional Theory 
(DFT) methodology. They found the lowest energy structure 
as n = 6 for Sc, n = 5 for Ti, n = 5, 7 for V, Cr, Mn and Fe. 
Li et al. [28] investigated  [MAu6]− (M = Ti, V, Cr) clusters 
by using photoelectron spectroscopy and DFT technique. 
The result shows that neutral and anionic clusters favour 
planar geometry in which transition metal is placed at the 
centre and it also displays large magnetic moment. Doping 
of transition metals in gold clusters enhances the physico-
chemical properties and bond strength of bimetallic clusters 

[14, 29]. Blades et al. [30] investigated the geometries, sta-
bilities and magnetic properties of  [VCux]+,  [VAgx]+ and 
 [VAux]+ clusters by using DFT method. They stated that 
atomic configuration of the host cluster is very crucial in 
influencing the bonding properties of an impure atom with 
a localized spin magnetic moment. Hua et al. [31] reported 
that stabilities and binding energies of aluminium clusters 
are enhanced after doping of vanadium in aluminium clus-
ters. Medel et al. [32] reported that stability of neutral and 
cationic vanadium-doped silver cluster depends on the shape 
of the cluster. Furthermore, they pointed out that for larger 
clusters, the lowest energy structure is transit from planar 
to 3-d structure whereas the second lowest energy structure 
of  [Ag7V]+ is occupied with 1S and 1P shells. Nhat et al. 
[33] studied neutral and anionic vanadium-doped gold clus-
ters by using DFT technique. The study shows that neutral 
clusters with even number of atoms favour a high spin state. 
Recently, Die et al. [10] reported vanadium-doped copper 
clusters by using DFT methodology. They revealed that 
doping of vanadium atom in copper clusters enhanced the 
chemical stability, binding energy and other physical and 
chemical properties of host clusters.

In this report, structure and Physico-chemical properties 
of  [AunV]λ (n = 1–9; λ = 0, + 1, −1) nanoalloy clusters are 
systematically investigated by using DFT methodology. 
The ground state configurations and low-lying isomers of 
neutral, cationic and anionic  AunV nanoalloy clusters are 
studied. In addition, we have also investigated DFT-based 
global descriptors HOMO–LUMO energy gap, molecu-
lar hardness, softness, electronegativity, electrophilicity 
index, dipole moment and dipole polarizability of  [AunV]λ 
nanoalloy clusters. Our data reveal an interesting relation-
ship between HOMO–LUMO energy gap and DFT-based 
descriptors of  AunV nanoalloy clusters.

2  Computational details

Among several computational techniques, DFT has 
emerged as one of the most successful approaches to deal 
with physical and chemical properties of nanoalloy clus-
ters. DFT methods have provided a new dimension in the 
field of nanoscience, electronics, physics, chemistry, mate-
rial science, life sciences and even earth sciences [34]. 
In this report, nanoalloy clusters of  [AunV]λ (n = 1–9; 
λ = 0, ± 1) are investigated within density functional theory 
framework. Geometry optimization and modelling have 
been performed using computational software Gaussian 
16 [35]. For optimization, we have used hybrid functional 
Becke three-parameter Lee–Yang–Parr exchange correla-
tion functional (B3LYP) and basis set LANL2DZ. The 
hybrid functional B3LYP has been proven very efficient 
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for bimetallic clusters especially for impurity-doped gold 
clusters [36]. In recent years, B3LYP/LANL2DZ is widely 
used to compute physico-chemical properties of bimetallic 
clusters [10, 14, 15, 37].

With the help of Koopmans’ Approximation, Ionization 
Energy (IE) and Electron Affinity (EA) of  [AunV]λ nanoal-
loy clusters are calculated by using the following approach 
[38]

The conceptual density functional theory (CDFT)-based 
global descriptors viz. HOMO–LUMO energy gap, molecu-
lar hardness (η), softness (S), electronegativity (χ) and elec-
trophilicity index (ω) are also computed by using the fol-
lowing equations

where μ represents the chemical potential of the system.

3  Results and discussion

3.1  Geometrical structures of V‑doped Au 
nanoalloy clusters,  [AunV]λ (n = 1–9; λ = 0, + 1, 
−1)

The ground state configurations and low-lying isomers of 
vanadium-doped gold clusters are discussed in this section. 
Several isomers are optimized during the quest for the lowest 
energy structure of  AunV nanoalloy clusters, however only 
the four most stable structures for each cluster are depicted 
in Figs. 1, 2 and 3 for neutral, cationic and anionic state, 
respectively. The isomers are placed in low to high energy 
order.

3.2  Neutral  AunV nanoalloy clusters (n = 1–9)

The lowest energy structure and low-lying isomers of neu-
tral vanadium-doped gold nanoalloy clusters are shown in 

(1)I = − �
HOMO

(2)A = − �
LUMO

.

(3)� = −� =
I + A

2

(4)� =
I − A

2

(5)S =
1

2�

(6)� =
�

2

2�
.

Fig. 1. The low-lying isomers are arranged in the format of 
N–A–X, where N is the neutral cluster, A is total number 
of gold atoms and X represents the position of the lowest 
energy structure of each cluster. Furthermore, symmetry, 
spin multiplicity state and energy difference between ground 
state configuration and isomers for each cluster are also pre-
sented in Fig. 1. The optimized results show that ground 
state configurations of neutral  AunV (n = 1–9) nanoalloy 
clusters evidently favour planar structure. The lowest energy 
structure for AuV nanoalloy cluster shows singlet spin with 
bond length between Au and V is 2.514 Å, whereas the 
bond length between Au–Au for  Au2 cluster is computed as 
2.49 Å. It shows that bond length of AuV is larger than that 
of  Au2. The computed bond lengths for  Au2 and AuV are in 
agreement with the previous reports [33]. The most stable 
structure (N-2–1) of  Au2V nanoalloy cluster is of symmetry 
group  C2V with spin multiplicity sextet. The average distance 
between Au–V is 2.686 Å and the angle between Au–V–Au 
is 62.35°. The second most stable structure (N-2–2) with 
symmetry form  C∞V is a linear structure with spin state dou-
blet. It is energetically 1.567 eV higher than the most stable 
structure (N-2–1). The isomer N-2–3 with spin state quartet 
and point group  C2V is of triangular structure and it is ener-
getically less stable than N-2–1 and N-2–2 by 1.604 eV and 
0.037 eV, respectively.

The lowest energy structure of  Au3V nanoalloy cluster is 
N-3–1 isomer with symmetry group  Cs and singlet spin state. 
The isomer N-3–1 with Y-shape geometry is obtained by 
adding one gold atom to isomer N-2–3. The isomer N-3–2 
with singlet spin state and symmetry group  D3h is energeti-
cally very close to the ground state configuration N-3–1. 
Nhat et al. [33] found the isomer N-3–2 as the most stable 
structure for  Au3V cluster, whereas, our optimization result 
suggests that structure N-3–2 is energetically less stable than 
N-3–1 by 0.006 eV. The isomer N-3–3 is a rectangular struc-
ture with point group  C2V and singlet spin state. The isomer 
N-3–3 is less stable by 0.057 eV and 0.051 eV from isomers 
N-3–1 and N-3–2, respectively. Isomer N-3–4 is obtained 
by exchanging the position of gold and vanadium atoms in 
the lowest energy structure N-3–1. The isomer N-3–4 with 
symmetry group  C1 and singlet spin is 1.26 eV less stable 
than the ground state configuration N-3–1.

The most stable structure of  Au4V nanoalloy cluster is 
isomer N-4–1 with point group  C2V and doublet spin state. 
It is obtained by adding two gold atoms on opposite sides 
of isomer N-2–3. The structure N-4–1 is in agreement with 
the previous result reported by Nhat et al. [33]. The isomer 
N-4–2 with symmetry group  Cs and spin multiplicity state 
doublet, is optimized from structure N-3–3 by addition of 
a gold atom. It is energetically less stable by 0.644 eV than 
the most stable isomer N-4–1. Isomer N-4–3 with sym-
metry group  C2V and doublet spin state is higher in energy 
than the most stable structure by 0.715 eV. The optimized 
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Fig. 1  The ground state con-
figuration and low-lying isomers 
of neutral  AunV nanoalloy 
clusters (n = 1–9)

N-1-1, C∞v, 1, 
ΔE = 0 eV

N-2-1, C2v, 6, 
ΔE = 0 eV

N-2-2, C∞v, 2,
ΔE = 1.567 eV

N-2-3, C2v, 4, 
ΔE = 1.604 eV

N-3-1, Cs, 1
ΔE = 0 eV

N-3-2, D3h, 1
ΔE = 0.006 eV

N-3-3, C2v, 1
ΔE = 0.057 eV

N-3-4, C1, 1
ΔE = 1.226 eV

N-4-1, C2v, 2
ΔE = 0 eV

N-4-2, Cs, 2
ΔE = 0.644 eV

N-4-3, C2v, 2
ΔE = 0.715 eV

N-4-4, C2v, 2
ΔE = 1.088 eV

N-5-1, C2v, 1
ΔE = 0 eV

N-5-2, C1, 1
ΔE = 0.027 eV

N-5-3, C2v, 1
ΔE = 0.644 eV

N-5-4, C2v, 1
ΔE = 0.897 eV

N-6-1, D6h, 2
ΔE = 0 eV

N-6-2, Cs, 2
ΔE = 0.910 eV

N-6-3, Cs, 2
ΔE = 1.90 eV

N-6-4, C1, 2
ΔE = 1.978 eV

N-7-1, C2, 1
ΔE = 0 eV

N-7-2, C2v, 1
ΔE = 0.037eV

N-7-3, C2, 1
ΔE = 0.511 eV

N-7-4, C2V, 1
ΔE = 0.825 eV

N-8-1, C1, 2
ΔE = 0 eV

N-8-2, C2, 2
ΔE = 0.465 eV

N-8-3, C2v, 2
ΔE = 0.503 eV

N-8-4, C2, 4
ΔE = 0.817 eV

N-9-1, C2v, 1
ΔE = 0 eV

N-9-2, Cs, 1
ΔE = 0.318 eV

N-9-3, Cs, 1
ΔE = 0.91 eV

N-9-4, C2v, 1
ΔE = 1.149 eV
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Fig. 2  The ground state con-
figuration and low-lying isomers 
of cationic  [AunV]+ nanoalloy 
clusters (n = 1–9)

C-1-1, C∞v, 2, 
ΔE = 0 eV

C-2-1, C2v, 1, 
ΔE = 0 eV

C-2-2, C∞v, 1,
ΔE = 0.916 eV

C-2-3, C2v, 1, 
ΔE = 1.281 eV

C-3-1, C2v, 2
ΔE = 0 eV

C-3-2, C2v, 2
ΔE = 0.027 eV

C-3-3, C2, 2
ΔE = 0.104 eV

C-3-4, C2v, 2
ΔE = 0.690 eV

C-4-1, C2v, 1
ΔE = 0 eV

C-4-2, C2v, 1
ΔE = 0.323 eV

C-4-3, C2v, 1
ΔE = 0.538 eV

C-4-4, C2v, 1
ΔE = 1.107 eV

C-5-1, C2v, 2
ΔE = 0 eV

C-5-2, C2v, 2
ΔE = 0.411 eV

C-5-3, C2v, 2
ΔE = 0.530 eV

C-5-4, C1, 2
ΔE = 1.017 eV

C-6-1, C1, 1
ΔE = 0 eV

C-6-2, D2h, 1
ΔE = 0.138 eV

C-6-3, C1, 1
ΔE = 0.532 eV

C-6-4, Cs, 1
ΔE = 0.975 eV

C-7-1, C2, 2
ΔE = 0 eV

C-7-2, C2v, 4
ΔE = 0.365 eV

C-7-3, C2, 2
ΔE = 0.762 eV

C-7-4, C2, 2
ΔE = 1.210 eV

C-8-1, C2, 1
ΔE = 0 eV

C-8-2, C2, 1
ΔE = 0.106 eV

C-8-3, C1, 1
ΔE = 0.391 eV

C-8-4, C2v, 1
ΔE = 0.687 eV

C-9-1, C2v, 2
ΔE = 0 eV

C-9-2, C2v, 2
ΔE = 0.067 eV

C-9-3, C2v, 2
ΔE = 0.296 eV

C-9-4, C2v, 2
ΔE = 0.714 eV
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Fig. 3  The ground state con-
figuration and low-lying isomers 
of anionic  [AunV]− nanoalloy 
clusters (n = 1–9)

A-1-1, C∞v, 2, 
ΔE = 0 eV

A-2-1, C2v, 1, 
ΔE = 0 eV

A-2-2, C∞v, 1,
ΔE = 0.110 eV

A-2-3, C2v, 1, 
ΔE = 0.362 eV

A-3-1, D3h, 2
ΔE = 0 eV

A-3-2, Cs, 2
ΔE = 0.133 eV

A-3-3, C1, 2
ΔE = 0.353 eV

A-3-4, C2v, 2
ΔE = 0.416 eV

A-4-1, C2v, 1
ΔE = 0 eV

A-4-2, Cs, 1
ΔE = 0.095 eV

A-4-3, C2v, 1
ΔE = 0.138 eV

A-4-4, C2v, 1
ΔE = 0.301 eV

A-5-1, C2v, 2
ΔE = 0 eV

A-5-2, C2v, 2
ΔE = 0.421 eV

A-5-3, C2v, 2
ΔE = 0.597 eV

A-5-4, C1, 2
ΔE = 1.013 eV

A-6-1, D2h, 1
ΔE = 0 eV

A-6-2, Cs, 1
ΔE = 0.291 eV

A-6-3, Cs, 1
ΔE = 0.560 eV

A-6-4, C1, 1
ΔE = 0.883 eV

A-7-1, C2, 2
ΔE = 0 eV

A-7-2, C2v, 2
ΔE = 0.109 eV

A-7-3, C2, 2
ΔE = 0.311 eV

A-7-4, C2V, 2
ΔE = 0.517 eV

A-8-1, C1, 1
ΔE = 0 eV

A-8-2, C1, 1
ΔE = 0.190 eV

A-8-3, C1, 1
ΔE = 0.206 eV

A-8-4, C2v, 1
ΔE = 0.315 eV

A-9-1, C2v, 2
ΔE = 0 eV

A-9-2, C2v, 2
ΔE = 0.098 eV

A-9-3, C2v, 2
ΔE = 0.125 eV

A-9-4, Cs, 2
ΔE = 0.361 eV
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isomers of  Au4V nanoalloy clusters show that isomers 
N-4–3 and N-4–2 are energetically close and have energy 
difference of 0.071 eV. The isomer N-4–4 is optimized 
from N-4–3 by shifting the position of gold and vanadium 
atoms. Isomer N-4–4 with point group  C2V and doublet 
spin state is less stable by 1.088 eV than the ground state 
configuration N-4–1.

The optimized geometries of  Au5V nanoalloy cluster 
reveal that planar structure is more preferable than the 
three-dimensional structure. The most stable structure 
(N-5–1) with point group  C2V and singlet spin state is a 
planar structure which is obtained from N-4–1. The isomer 
N-5–2 is a three-dimensional structure with point group  C1 
and singlet spin state. It is less stable by 0.027 eV than the 
lowest energy structure N-5–1. Isomer N-5–3 is obtained 
from most stable structure N-5–1 by changing the position 
of gold and vanadium atom. Isomer N-5–3 with symme-
try group  C2V and singlet spin is less stable by 0.644 eV 
than N-5–1. Isomer N-5–4 is a planar structure with point 
group  C2V with singlet spin. It is obtained from N-5–2 
by capping with gold and vanadium atom from opposite 
sides of rhombus. The energy difference between N-5–4 
and N-5–1 is 0.897 eV.

The ground state configuration of  Au6V nanoalloy clus-
ter (N-6–1) is a ring-type structure in which vanadium 
atom positioned at the centre. The optimized structure is 
in agreement with the previous results [28, 33, 39]. The 
isomer N-6–1 with symmetry configuration  D6h and spin 
multiplicity state doublet is found from N-4–1 by addition of 
two gold atoms. The isomer N-6–2 with point group  CS and 
doublet spin is a rhombus-shape structure capped with three 
gold atoms from sides. Energetically it is less favourable by 
0.910 eV than the lowest energy structure N-6–1. Isomer 
N-6–3 is obtained from N-5–3 by adding one Au atom. It has 
symmetry configuration  CS with spin multiplicity doublet 
and energetically less favourable by 0.99 eV and 1.90 eV 
than the isomers N-6–2 and N-6–1, respectively. The isomer 
N-6–4 with symmetry group  C1 with doublet spin state is 
1.978 eV less stable than the isomer N-6–1.

After optimization of several planar and three-dimen-
sional structures, isomer N-7–1 is found as the most stable 
structure. It is optimized from N-6–1 with symmetry con-
figuration  C2 and spin state singlet. The isomer N-7–2 is a 
ring structure formed by Au atoms and capped with vana-
dium atom from one side of the ring. Isomer N-7–2 is found 
from N-7–1 by substituting Au atom in place of V atom at 
the centre of the ring. The second lowest energy structure 
with point group  C2V and singlet spin state is only 0.037 eV 
higher in energy than the ground state configuration N-7–1. 
The isomer N-7–3 is a rhombus-type structure capped with 
vanadium and gold atoms from sides. Structure N-7–3 with 
point group  C2 and singlet spin state is energetically less 

favourable than isomers N-7–1 and N-7–2 by 0.511 eV and 
0.474 eV, respectively. The isomer N-7–4 with symmetry 
group  C2V and singlet spin state is three-dimensional struc-
ture and higher in energy by 0.825 eV than the ground state 
configuration N-7–1.

The ground state configuration N-8–1 of  Au8V nanoal-
loy cluster with point group  C1 and doublet spin is a pla-
nar structure which obtained after incorporation of two 
gold atoms to isomer N-6–1. The isomer N-8–2 is a three-
dimensional geometry with two layers of rhombus struc-
ture and vanadium atom is placed at the centre. The isomer 
N-8–2 with spin multiplicity doublet and symmetry group 
 C2 is energetically less favourable than the planar structure 
(N-8–1) by 0.465 eV. The isomer N-8–3 with point group 
 C2V and doublet spin state is obtained from N-7–3 in which 
vanadium atom placed at the centre. It is only 0.038 eV 
higher in energy than the 3-d isomer N-8–2 and 0.503 eV 
higher than the isomer N-8–1. The isomer N-8–4 is obtained 
from N-8–2 in which two layers of rhombus are capped by 
vanadium atom from one end. Isomer N-8–4 with configura-
tion  C2 and quartet spin state is 0.817 eV higher in energy 
than the most stable structure N-8–1.

The ground state configuration N-9–1 with symmetry 
group  C2V and spin multiplicity singlet is obtained from 
isomer N-6–1. The structure N-9–2 with symmetry group 
 C2 and singlet spin state is found from isomer N-3–3 by 
adding more number of Au atoms on both sides of rectangle. 
The isomer N-9–2 is 0.318 eV higher in energy than the 
most stable structure N-9–1. Isomer N-9–3 is obtained from 
N-9–2 after swapping the position of vanadium and gold 
atom. The structure N-9–3 with point group  CS and singlet 
spin is energetically higher in energy by 0.91 eV than the 
lowest energy structure N-9–1. The isomer N-9–4 is opti-
mized from most stable structure N-9–1 after exchanging 
the position of Au and V atom. The structure N-9–4 with 
symmetry group  C2V and singlet spin state is energetically 
less favourable by 1.191 eV than the isomer N-9–1.

3.3  Cationic  [AunV]+ nanoalloy clusters (n = 1–9)

The ground state configuration and low-lying isomers of cat-
ionic vanadium-doped gold nanoalloy clusters  [AunV]+ are 
presented in Fig. 2. The low-lying isomers are arranged in 
the format of C–A–X, where C is the representation of cati-
onic cluster, A is total number of gold atoms and X repre-
sents the position of the lowest energy structure of each clus-
ter. Moreover, symmetry, spin multiplicity state and energy 
difference between ground state configuration and isomers 
for each cluster are also presented in Fig. 2. The result shows 
that the most stable structure for cationic nanoalloy clus-
ters  [AunV]+ (n = 1 to 6) is having planar structure, whereas 
three-dimensional structure is observed for clusters, n = 7 to 
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9. The ground state configurations of cationic  [AunV]+ are 
in line with the geometries reported by Torres et al. [27]. 
The optimized structure of AuV reveals that formation of 
cationic  [AuV]+ nanoalloy cluster is responsible to decrease 
the bond length between Au and V by 0.118 Å, which is 
in agreement with the previous result reported by Torres 
et al. [27]. The result shows that ground state configura-
tion of nanoalloy clusters  [Au2V]+,  [Au4V]+ and  [Au5V]+ 
have identical structure with respect to their corresponding 
neutral clusters. The most stable structure of  [Au3V]+ is rec-
tangular structure (C-3–1) with point group  C2V and doublet 
spin. The second lowest energy structure (C-3–2) which is 
only 0.027 eV higher in energy than isomer C-3–1, is not 
planar but distorted a bit with symmetry configuration  C2V 
and doublet spin multiplicity. For  [Au6V]+, lowest energy 
structure C-6–1 with point group  C1 and singlet spin multi-
plicity is obtained from C-5–1. Isomer C-6–2 with ring-type 
structure in which vanadium atom is placed at the centre, 
is less stable by 0.138 eV than the most stable structure. 
Isomer C-6–2 with symmetry configuration  D2h is having 
singlet spin multiplicity state.

For  [Au7V]+ nanoalloy cluster, ground state configura-
tion C-7–1 with symmetry group  C2 and spin multiplicity 
doublet is a three-dimensional geometry, where a rhombus 
structure is capped by vanadium and gold atoms from oppo-
site faces and with gold atoms from two sides. The second 
lowest energy structure C-7–2 with spin multiplicity quartet 
and point group  C2V is of double layer of rhombus structure, 
which is connected back to back. Isomer C-7–2 is 0.365 eV 
higher in energy than the most stable structure C-7–1. The 
isomer C-7–3 is obtained from C-7–1 after swapping the 
position of vanadium and gold atom. It is energetically 
less stable than isomers C-7–1 and C-7–2 by 0.762 eV and 
0.397 eV, respectively. The isomer C-7–4 is a planar struc-
ture with symmetry configuration  C2 and doublet spin state. 
It is obtained from isomer C-6–2 and energetically less sta-
ble by 1.210 eV than the most stable isomer C-7–1.

The ground state configuration (C-8–1) of  [Au8V]+ 
nanoalloy cluster with symmetry group  C2 and singlet spin 
multiplicity is a rhombus structure capped by gold atoms 
from top and sides. The isomer C-8–2 is obtained from 
C-8–1 by swapping vanadium and gold atom. The isomer 
C-8–2 with point group  C2 and singlet spin is energetically 
less favourable than the isomer C-8–1 by 0.106 eV. The iso-
mer C-8–3, a planar structure with symmetry group  C1 and 
singlet spin is obtained from isomer C-6–2. It is 0.391 eV 
higher in energy than the most stable structure C-8–1. Iso-
mer C-8–4 with symmetry group  C2V and singlet spin is 
obtained from structure C-5–1, it is less stable than the 
ground state configuration, C-8–1 by 0.687 eV.

The lowest energy structure (C-9–1) and second most 
stable structure (C-9–2) is obtained from isomer C-8–4 by 
addition of one Au atom and exchanging the position of 

vanadium with gold atom. Isomer C-9–2 is less stable than 
the most stable structure C-9–1 by only 0.067 eV. Isomer 
C-9–3 is a double layer of pentavalent geometry with sym-
metry group  C2V and doublet spin multiplicity. Isomer C-9–3 
is higher in energies than the isomers C-9–1 and C-9–2 by 
0.296 eV and 0.229 eV, respectively. Isomer C-9–4 with 
symmetry group  C2V and doublet spin is a planar structure 
obtained from C-8–2. It is 0.714 eV higher in energy than 
the most stable structure C-9–1.

3.4  Anionic  [AunV]− nanoalloy clusters (n = 1–9)

The lowest energy structure and low-lying isomers of anionic 
vanadium-doped gold nanoalloy clusters  [AunV]− are pre-
sented in Fig. 3. The low-lying isomers are arranged in the 
format of A–B–X, where A is representing anionic cluster, B 
is total number of gold atoms and X represents the position of 
the lowest energy structure of each cluster. Moreover, sym-
metry, spin multiplicity state and energy difference between 
the most stable structure and isomers for each cluster are 
also presented in Fig. 3. The result reveals that the lowest 
energy structures for anionic clusters  [AunV]− are identical 
to neutral clusters, except  [Au3V]− nanoalloy cluster. The 
optimized structures are in agreement with the previous result 
reported by Nhat et al. [33]. The optimized structure of ani-
onic  [AuV]− cluster shows that bond length between Au and 
V is increased by 0.186 Å as compared to the bond length 
formed between Au and V in neutral cluster. The most stable 
structure of  [Au3V]− nanoalloy cluster is A-3–1 isomer with 
a symmetry configuration  D3h and doublet spin multiplicity. 
The second lowest energy structure (A-3–2) with point group 
 CS and doublet spin state is higher in energy than the iso-
mer A-3–1 by 0.133 eV. The isomer A-3–3 with point group 
 C1 and doublet spin is less stable than A-3–1 by 0.353 eV. 
Isomer A-3–4 with configuration  C2V and doublet spin mul-
tiplicity is energetically less favourable than the most stable 
structure by 0.416 eV. The energy difference between isomers 
A-3–3 and A-3–4 is only 0.053 eV.

3.5  Electronic properties and DFT‑based descriptors 
of  [AunV]λ (n = 1–9; λ = 0, ± 1)

In this section, we have studied the electronic properties 
and DFT-based global descriptors—molecular hardness, 
softness, electronegativity, electrophilicity index, dipole 
moment and dipole polarizability of  [AunV]λ (n = 1–9; 
λ = 0, ± 1) nanoalloy clusters. The frontier orbitals, the 
highest occupied molecular orbital (HOMO) and the low-
est unoccupied molecular orbital (LUMO) are significant 
parameters to investigate the electronic properties of clus-
ters at nanoscale. The energy difference between these two 
orbitals specifies the minimum energy required for a charge 
carrier to move from occupied orbital to unoccupied orbital, 
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due to which conduction occurs in any cluster. It is also 
established that HOMO and LUMO play an important role 
in transfer of charge and bonding during the development 
of donor–acceptor interaction in any molecule [40–44]. 
The HOMO–LUMO energy gap reveals the chemical sta-
bility of nanoalloy clusters. It exhibits that cluster with large 
HOMO–LUMO gap offers high stability to species. The 
HOMO–LUMO energy gap of  [AunV]λ (n = 1–9; λ = 0, ± 1) 
nanoalloy clusters is presented in Fig. 4. The result shows 
that HOMO–LUMO energy gaps of neutral, cationic and 
anionic  [AunV] nanoalloy clusters are in the range of 1.41 eV 
to 2.25 eV, 1.04 eV to 2.37 eV and 1.25 eV to 2.24 eV, 
respectively. The result reveals that  [Au3V],  [Au5V]+ and 
 [Au3V]− clusters have the maximum energy gap of 2.504 eV, 
2.374 eV and 2.248 eV, respectively. Similarly, clusters 
 [Au6V],  [Au4V]+ and  [Au6V]− have been observed with the 
least value of energy gap in this range. In recent years, it 
is reported that energy gap of bimetallic clusters ranging 
between 1.2 eV and 3.3 eV is suitable for applications in 
nonlinear optical devices, optoelectronic and photovoltaic 
especially for solar cells [45–53]. Therefore,  [AunV] clusters 
may also be suitable candidate for these applications. We 
have found an interesting odd–even oscillation behaviour 
in neutral, cationic and anionic clusters with respect to the 
function of cluster size, n. Clusters with odd number of n 
are more stable as compared to their neighbour cluster with 
even number of n. It means that clusters at n = 1, 3, 5, 7 and 
9 are having more HOMO–LUMO energy gap as compared 
to their corresponding neighbour clusters at n = 2, 4, 6 and 8.

Molecular hardness is an important parameter to define 
stability, binding and dynamics of nanoalloy clusters [54]. 
Pearson reported that “every molecule tries to arrange them-
selves as hard as possible according to the rule of nature” 
[55]. When a molecular system changes from an unstable 
state to stable equilibrium state, its hardness value increases, 
whereas when it moves from a stable state to unstable state, 
its hardness value decreases [40]. The molecular hard-
ness (in eV) of neutral, cationic and anionic V-doped Au 

nanoalloy clusters is presented in Fig. 5. The result exhibits 
that nanoalloy clusters  [Au3V],  [Au5V]+ and  [Au3V]− have 
the maximum hardness values of 1.252 eV, 1.187 eV and 
1.124 eV, respectively, whereas clusters  [Au6V],  [Au4V]+ 
and  [Au6V]− have the least hardness values of 0.707 eV, 
0.523 eV and 0.627 eV, respectively. The molecular hardness 
values also reflect odd–even oscillation behaviour, indicat-
ing that hardness at n = 1, 3, 5, 7 and 9 is more as compared 
to their corresponding neighbour clusters at n = 2, 4, 6 and 
8. The computed results show a linear correlation between 
molecular hardness and energy difference between the fron-
tier orbitals, i.e. HOMO–LUMO energy gap.

The hardness and softness is a fundamental concept to 
understand the depiction of chemical events [54, 55]. The 
computed softness (in eV) for neutral, cationic and anionic 
 AunV nanoalloy clusters is shown in Fig. 6. The results 
reveal that molecular hardness and softness have an inverse 
relationship. It indicates that clusters at n = 2, 4, 6 and 8 have 
a large value of softness as compared to their neighbour 
clusters at n = 1, 3, 5, 7 and 9. The data show that clusters 
 [Au6V],  [Au4V]+ and  [Au6V]− have the maximum softness 
values whereas clusters  [Au3V],  [Au5V]+ and  [Au3V]− have 
the minimum softness values.
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The electronegativity equalization principle is an 
important factor to understand the charge transfer between 
donor and acceptor in chemical species [55–61]. It stipu-
lates that when two complexes come in close contact, elec-
trons start moving from lower electronegativity to higher 
electronegativity species till the electronegativity of all the 
systems—donor, acceptor and adduct will become stable at 
some transitional level [40]. The electronegativity (in eV) 
of  [AunV]λ (n = 1–9; λ = 0, ± 1) nanoalloy clusters is calcu-
lated and presented in Table 1. The result shows that cati-
onic clusters have high electronegativity values whereas, 
neutral and anionic clusters have moderate and low values, 
respectively. The maximum electronegativity values are 
observed for clusters  [Au4V],  [AuV]+ and  [Au3V]−.

The electrophilicity index is a parameter to calculate 
the reduction of energy in donor–acceptor molecular 
system due to excessive flow of charge carriers between 
donor and acceptor and it is influenced by IE and EA [62]. 
The electrophilicity index (in eV) of  [AunV]λ (n = 1–9; 
λ = 0, ± 1) nanoalloy clusters is presented in Table 2. The 

result reveals that cationic clusters have a high electrophi-
licity index, whereas anionic and neutral clusters have a 
low and moderate value, respectively. The maximum value 
of electrophilicity index is observed for clusters  [Au6V], 
 [Au4V]+ and  [AuV]−.

The dipole moment (in Debye) for  [AunV]λ (n = 1–9; 
λ = 0, ± 1) nanoalloy clusters is presented in Fig. 7. The com-
puted result shows that dipole moment of cationic clusters is 
more as compared to neutral and anionic clusters. In the case 
of neutral clusters,  Au9V has dipole moment less than one 
Debye, clusters  Au4V and  Au7V have dipole moment one 
Debye whereas, other clusters have large dipole moment. In 
cationic state, all clusters have large dipole moment, more 
than one Debye. The maximum dipole moment is observed 
for  [Au2V]+ nanoalloy cluster. In anionic state, clusters 
 [Au2V]− and  [Au5V]− have low dipole moment, less than 
one Debye, whereas other clusters, n = 1, 3, 4, 6, 7, 8, 9 
have large dipole moment, more than one Debye. The maxi-
mum dipole moment of anionic state is found for cluster 
 [AuV]− nanoalloy cluster.

The dipole polarizability (in Coulomb-meter3) of neu-
tral, cationic and anionic state is presented in Fig. 8. The 
result shows that dipole polarizability of neutral, cationic 
and anionic V-doped Au nanoalloy clusters increases with 
the cluster size. The dipole polarizability of anionic clusters 

Table 1  Electronegativity of  [AunV]λ (n = 1–9; λ = 0, ± 1) nanoalloy 
clusters

Number of au atoms 
(n)

Neutral Cationic Anionic

1 3.678 11.332 1.032
2 3.788 9.681 0.136
3 5.223 9.945 1.138
4 5.592 9.772 0.226
5 4.446 9.642 0.626
6 5.086 9.089 0.816
7 5.062 9.122 0.759
8 5.463 9.019 0.688
9 5.008 9.093 0.533

Table 2  Electrophilicity index of  [AunV]λ (n = 1–9; λ = 0, ± 1) nanoal-
loy clusters

Number of au atoms 
(n)

Neutral Cationic Anionic

1 7.388 68.004 0.608
2 7.898 64.217 0.012
3 10.894 47.410 0.576
4 13.915 91.269 0.030
5 7.938 39.163 0.216
6 18.290 47.699 0.531
7 13.879 43.256 0.359
8 17.571 46.518 0.334
9 12.494 41.062 0.168
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is more as compared to neutral and cationic clusters, except 
for  [AuV]−.

Bond length, dissociation energy and vibrational fre-
quency for species  [Au2]λ and  [AuV]λ (λ = 0, ± 1) are com-
puted and compared with experimental data in Table 3 
[63–67]. A good agreement is observed between computed 
and experimental result from Table 3. Bond distance of 
Au–Au for species  Au3,  Au4 and  Au6 is compared with the 
corresponding mixed clusters in Table 4. Guo et al. [67] 
reported the bond distance between Au–Au for species  Au3 
is 2.72 Å. For ground state configuration of  Au4, bond dis-
tance between Au–Au is reported as 2.69 Å by Balasubra-
manian et al. [68]. Electronic structure of  Au6 is reported 
by Liao et al. [69]. Udayabhaskararao et al. [70] studied 
the 13-atom silver-gold cluster,  Ag7Au6. They found the 
Au–Au bond distance for  Au6 compound as 2.72 Å. Our 
results show the Au–Au bond distance for corresponding 
mixed clusters  Au2V,  Au3V and  Au5V as 2.78 Å, 2.83 Å and 
2.76 Å, respectively. It indicates that Au–Au bond distance 
in vanadium-doped gold cluster is large as compared to the 
pure gold cluster.

4  Conclusion

In this report, we have investigated the structure and elec-
tronic properties of  [AunV]λ (n = 1–9; λ = 0, ± 1) nanoalloy 
clusters by using density functional theory technique. The 
lowest energy structure of neutral and cationic clusters 
favour planar structure. Cationic clusters, from n = 1 to 

6, prefer planar geometry and structural transition occurs 
at n = 7. The result shows that the HOMO–LUMO energy 
gap of neutral, cationic and anionic nanoalloy clusters is 
in the range of 1.41 eV to 2.25 eV, 1.04 eV to 2.37 eV and 
1.25 eV to 2.24 eV, respectively. This energy range ensures 
the applications of  [AunV] clusters as optoelectronic, 
photovoltaic and nonlinear optical devices. The nanoal-
loy clusters  [Au3V],  [Au5V]+ and  [Au3V]− are found as 
the most stable clusters with energy gap of 2.504 eV, 
2.374 eV and 2.248 eV, respectively. A strong correlation 
is established between HOMO–LUMO energy gap and 
computed DFT-based descriptors. The HOMO–LUMO 
energy gap and molecular hardness reveal an odd–even 
alteration behaviour as a function of cluster size, indicat-
ing that clusters at n = 1, 3, 5, 7 and 9 are more stable 
as compared to their neighbouring clusters at n = 2, 4, 6 
and 8. The electronegativity, electrophilicity index and 
dipole moment of cationic clusters are high as compared 
to neutral and anionic clusters. The dipole polarizability 
of neutral, cationic and anionic  AunV nanoalloy clusters 
increases with the cluster size. Computed bond length, 
dissociation energy and vibrational frequency for species 
 [Au2]λ and  [AuV]λ (λ = 0, ± 1) are in agreement with the 
experimental data.
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Quantitative Structure -Activity Relationship (QSAR) models are enormously significant to understand the correlation of 
chemical structure with the biological activity and toxicity of chemicals. In the ongoing study reveals the prediction power 
of toxicity of 45 nitrobenzenes (NBs) entailing some conceptual density functional theory based reactivity descriptors 
namely electrophilicity index (ω), lowest unoccupied molecular orbital (εlumo) and molecular compressibility (β) along with 
the hydrophobicity index (logP). Multilinear Regression (MLR) method is adopted to develop the QSAR model. Stability of 
the present QSAR model is confirmed through the cross validation method and is potentially describe the 85% of the 
variance of the experimental toxicity. 
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The quantitative structure-activity relationship (QSAR) 
analysis is accompanied to derive empirical models that 
relate the activity of chemical compounds to their 
structure1. The basic assumption is that the chemical 
structure of a compound implicit determines its actions 
towards biological systems. The most essential scientific 
principle of developing a QSAR model includes: 
understanding the mechanism of interaction between 
compounds and biological system. The attainment of 
information about a dose range for the biological effect 
of a chemical compound can be useful in the 
experimental drug design and toxicity research, and also 
calculation of the activity of new chemical compounds. 
Further, QSAR modes is popular for saving both time 
and experimental resources for synthesizing and 
biological experiment of a great number of compounds 
and offer possibility of reduction of living thing use in 
research and toxicity testing. Various statistical methods 
namely regression analysis, partial least squares, 
classification trees, and neural networks2 are used widely 
in developing QSAR. 

Toxicity prediction is crucial subject of concern and a 
lot of studies have been done to elucidate its effects with 
the help of various quantum chemical atomic and 
molecular descriptors3. Toxicity arises as a consequence 
of stereochemical electronic interaction amongst the 
reactive site and toxicant. Toxicity being a basic 
observable fact requires understanding of its origin so as 
to be concerned of its effects. In vivo and in vitro 

methods are followed simultaneously or separately for 
the prediction of toxicity. In vitro methodology is mostly 
preferred over the other due to its less time consuming 
and its economical property. QSAR (quantitative 
structure-activity relationship) and QSPR (quantitative 
structure-property relationship) are two major 
methodologies for correlating biological activity with 
physicochemical properties through descriptors 
characteristic of molecular structure and /or properties4-8. 
QSAR/QSPR domain is being dominated by Density 
Functional Theory (DFT) in the recent years. Several 
Conceptual Density Functional Theory (CDFT)- based 
descriptors have been invoked widely to study the 
reactive site, to model biological properties, and in 
addition to predict experimental behaviours9-14. 

Acute toxicity in the domain of QSAR study have 
been reported in a large number in the literature15. Many 
authors16-20 have introduced quantitative relationship 
between toxicity and hydrophobicity, wherein the 
hydrophobicities are measured by octanol-water 
partition coefficient (logPoct values) or octanol-water 
distribution coefficient (logDoct values) as descriptors.  

Response-surface approach has been widely 
invoked for the development of mechanistically 
comprehensible QSAR modes for toxicity. The 
central idea of this approach is that the toxic action 
depends on the biouptake and bioavailability as well 
as on the electrophilic reactivity of the toxicant at an 
active site. log Poct or logDoct have been introduced as 
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a descriptor for encoding biouptake and bioavailability 
and energy of lowest unoccupied molecular orbital 
(ELUMO) as descriptor for encoding the electrophilc 
reactivity. This scientific knowledge has been applied 
to different species, including the bacterium Vibrio 
fischei21, the protozoan Tetrahymena pyriformis22-23, 
the yeast Saccharomyces cerevisiae24, the mould 
Aspergillus nidulans25, the algae Scenedesmus obliquus26 

and Chlorella vulgais25, the plant Cucumis sativus27-28, 
and mice25. 

To improve the statistical fit of the model, additional 
indicator variables and other parameters have been 
added with the response surface approach29,30. 

It is well established that toxicity is a outcome of 
electronic interaction among the atom/ molecules of 
the reactive site and the toxicant. In present study, 
CDFT based descriptor, that is Compressibility is 
used in addition to the other descriptors as 
compressibility plays a vital role in understanding 
various interactions including toxic interactions31 as 
like as molecular polarizability which is a promising 
descriptor to study chemicl -biological interactions32. 

The expression of chemical toxicity is a 
combination of penetration into, or through, biological 
membranes and the interaction of the toxicant  
with the site of action. This principle is modeled 
mathematically as the following standard QSAR33. 

log (toxicity)-1=A (log of penetration) +B (log of 
interaction) 

Penetration to the site of action is generally 
represented by hydrophobicity, most often quantified 
by the 1-octanol/water partition coefficient (log P)33. 
Interaction of the chemical with the active site is more 
complicated and describes electronic and /or steric 
properties. 

The purpose of the present work is to study the 
predictive potential of compressibility for modeling 
the toxicity of NBs on Tetrahymena pyriformis along 
withthe other well-known CDFT-based reactivity 
descriptors like electrophilicity index (ω), energy of 
lowest unoccupied molecular orbital (εLUMO) to 
examine the structure activity relationship for 45 NBs. 
 
Theoretical Background  

There is a paradigm shift in the realm of conceptual 
chemistry due to the density functional underpinning 
of Parr et al34-37. The useful qualitative entities like 
hardness, electronegativity and electrophilicity index 
which were abstract semiotic representations are  
now considered as theoretical quantities of cognitive 

representations. According to DFT, given the electron 
density function ρ(r) of a chemical system and the 
ground state energy and everything can be determined. 
The chemical potential, μ of that system in 
equilibrium has been defined as the derivative of the 
energy functional E (ρ) with respect to the electron 
density at fixed molecular geometry.  
 

The chemical potential, μ, is given by38 

 

μ =-χ= [δ E(ρ) ∕ δ ρ ]v  …(1) 
 

where v is the external potential acting on an electron 
due to the presence of nucleus. 

The differential definition more appropriate to 
atomic system is on the basis that for a system of N 
electrons with ground state energy E [N,v],  

 

μ =-χ= [ ∂ E∕ ∂ N ]v  …(2) 
 

The absolute hardness is defined39 as  
 

η = ½ [∂ μ∕ ∂ N ] v = ½ [( ∂2 E∕ ∂ N2 )]v  …(3) 
 

The ansatz for hardness is mathematically difficult 
because the numerical method is required to be 
invoked to solve it40. However, Parr and Pearson39, 
invoking finite difference approximation, suggested 
an approximate formula for the evaluation of hardness 
and electronegativity as  
 

η=½ (I–A)   …(4) 
 

χ=½ (I+A)   …(5) 
 

where, I is the ionization energy and A is the 
electron affinity of the chemical species. 

Pearson41 proceeded further to evaluate ‘I’ and ‘A’ 
in terms of orbital energies of the highest occupied 
molecular orbital, HOMO and the lowest unoccupied 
molecular orbital, LUMO by connecting it with 
Hartree - Fock SCF theory and invoking Koopmans’ 
theorem the hardness and electronegativity are 
reformulated as 
 
η= ½ (-εHOMO +εLUMO)  …(6) 
and χ = -μ = – ½ (εLUMO + εHOMO )  …(7)  
where I= –εHOMO, and A= – εLUMO. 

Parr et al42 defined another global parameter, the 
electrophilicity index (ω), as a measure of the 
decrease in energy due to the maximal transfer of 
electrons from a donor to an acceptor system and is 
given as 
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ω = (μ)2 / (2η)  …(8) 
 

Atomic compressibility31 is defined (β) as a property 
of electronic distribution. Thus, the study has been carried 
out with the concept that very selected compound 
display toxicity due to modification in its volume or size 
(compressibility) due to electrophilic (nucleophilic) 
attack. Higher compressibility signifies increased 
attractive interactions between atoms and molecules 
consequently pulling the atoms and molecules together. 
In, general, an increase in compressibility increases 
closeness of electrons in an atom/ molecule, perhaps 
contributing in exhibiting atomic/ molecular character 
more significantly, for instance, toxic behavior. 

On extending this concept to molecular systems, 
Scientist defined group compressibility (Gβ) as a 
summation of compressibility of each atom present in 
a molecule43. Atomic compressibility (β) is represented 
mathematically31 as 

 

β=(12π2ε0/e
2)r2/ω  …(9) 

 

where e is the unit charge of an electron, r is the 
absolute radius of an atom, ω is the electropilicity 
index of the atom and ε0 is the vacuum permittivity 
and group compressibility (Gβ) as represented as  

 

Gβ =∑βi …(10) 
 

where βi signify the atomic compressibility of the 
ith atom in a molecule with N atoms. 
 
Method of computation 

A total of 45 Nitro-benzenes with other substituents 
have studied in the present work. The outline of the 
structure is shown in Fig. 1. 

The experimental toxicity data log (1/IGC50) of the 
45 NBs is listed in the table44 

Computational study is performed within DFT 
(Density Functional Theory) framework and descriptors 
have been calculated using conceptual density functional 
theory. All the modeling and structural optimization 
of compounds have been performed using Gaussian 
09 software package45. For optimization purpose, 
B3LYP with basis set 6-31G(d) has been adopted.  

Atomic compressibility value for each atom taken 
from reference31, to compute the molecular 
compressibility with the help of equation (10). 

The value for the hydrophobicity term i.e logP  
(logarithum of octanol/water partition coefficient) is 
taken from reference46. 

Structural -toxicity models are developed using the 
multilinear regression using the statistical software 

Minitab47. log(I/IGC50) values are used as the dependent 
variable and logP, εlumo, ω and β, as the independent 
variables. Goodness-of-fit for the proposed model is 
accomplished by assessing the coefficient of 
determination (R2), R2-adjusted, the standard error (S) 
and the number of sample size is also noted. The 
robustness of the model illustrates the stability of its 
parameters by performing validation of the model 
using leave-1/3-of set-out validation.  
 

Results and Discussion 
Several linear QSAR models involving one, two, 

three and four descriptors are established and 
strongest multi-linear correlations are identified by 
regression analysis of the Minitab program45. 
 

Four -parameter QSAR models: 
 

log(IGC-1
50) = - 3.11 + 0.318 log P + 0.0661 β + 3.31 

ω - 23.4 εlumo                                                                             ...(11) 
 

N= 45 S = 0.268781 R-Sq = 85.1% R-Sq(adj) = 
83.6% 

The calculated quantum chemical descriptors, namely 
electrophilicity index (ω), εLUMO, compressibility (β) 
and the estimated partition co-efficient logP are given 
in Table 1 

A significant improvement of the quality of QSAR 
model is obtained with a combination of the four 
parameters, namely partition coefficient logP, 
electrophilicity index(ω), LUMO energy (εlumo) and 
compressibility (β). Figure 2 shows the linear correlation 
between the observed and predicted toxicity values 
obtained using the four parameter QSAR model. 

 
 

Figure 1 — Outline of the structure of nitrobenzenes (NBs) 
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Table 1 — Descriptor values and predicted toxicity of nitrobenzene derivatives by Eq.11 

S. No Compound εLUMO(au) ω (au) β(au) log P Observed 
toxicity 

log(IGC-1
50) 

Predicted  
toxicity 

Residual 

1 2,6-Dimethylnitrobenzene -0.08672 0.173449 2.995 2.87 0.3 0.603992949 0.303993 
2 2,3-Dimethylnitrobenzene -0.07445 0.150546 2.995 2.87 0.56 0.241068108 -0.31893 
3 2-Methyl-3-chloronitrobenzene -0.08719 0.174427 2.571 3.1 0.68 0.663342446 -0.01666 
4 2-Methylnitrobenzene -0.07747 0.156527 2.235 2.41 0.05 0.135016984 0.085017 
5 2-Chloronitrobenzene -0.08694 0.173913 2.081 2.34 0.68 0.38172225 -0.29828 
6 2-Methyl-5-chloronitrobenzene -0.08827 0.17654 2.571 3.1 0.82 0.695609106 -0.12439 
7 2,4,5-Trichloronitrobenzene -0.10982 0.224193 2.081 3.49 1.53 1.449239404 -0.08076 
8 2,5-Dichloronitrobenzene -0.10356 0.209766 2.147 2.95 1.13 1.08764776 -0.04235 
9 6-Chloro-1,3-dinitrobenzene -0.11718 0.242234 1.816 2.06 1.98 1.208925518 -0.77107 
10 Nitrobenzene -0.08179 0.16491 2.015 1.95 0.14 0.103029698 -0.03697 
11 3-Methylnitrobenzene -0.08651 0.173102 2.235 2.41 0.05 0.401413805 0.351414 
12 1,3-Dinitrobenzene -0.11382 0.229118 1.75 1.62 0.89 0.942604161 0.052604 
13 3,4-Dichloronitrobenzene -0.10659 0.215379 2.147 3.16 1.16 1.243908203 0.083908 
14 4-Methylnitrobenzene -0.08381 0.168142 2.235 2.41 0.17 0.321817331 0.151817 
15 1,4-Dinitrobenzene -0.12698 0.26173 1.75 1.37 1.3 1.278991766 -0.02101 
16 4-Chloronitrobenzene -0.09816 0.196654 2.081 2.6 0.43 0.8022227 0.372223 
17 2,3,5,6-Tetrachloronitrobenzene -0.11334 0.236069 2.454 3.73 1.82 1.671893361 -0.14811 
18 6-Methyl-1,3-dinitrobenzene -0.10724 0.215088 2.24 2.08 0.87 0.920862213 0.050862 
19 3-Chloronitrobenzene -0.0998 0.200436 2.081 2.64 0.73 0.86583791 0.135838 
20 1,2-Dinitrobenzene -0.10647 0.373047 1.75 1.84 1.25 1.316979587 0.06698 
21 2-Bromonitrobenzene -0.09387 0.190466 1.065 2.52 0.75 0.588756769 -0.16124 
22 3-Bromonitrobenzene -0.09913 0.199511 1.065 2.52 1.03 0.741781541 -0.28822 
23 4-Bromonitrobenzene -0.09789 0.196454 1.065 2.55 0.38 0.712183948 0.332184 
24 2,4,6-Trimethylnitrobenzene -0.08191 0.163948 2.605 3.33 0.86 0.580491684 -0.27951 
25 5-Methyl-1,2-dinitrobenzene -0.10223 0.348662 2.24 2.3 1.52 1.31571646 -0.20428 
26 2,4-Dichloronitrobenzene -0.10169 0.205448 2.147 3 0.99 1.045496163 0.055496 
27 3,5-Dichloronitrobenzene -0.10949 0.222328 2.147 3.34 1.13 1.392008534 0.262009 
28 2,3,4,5-Tetrachloronitrobenzene -0.11568 0.239098 2.279 3.94 1.78 1.791887824 0.011888 
29 2,3-Dichloronitrobenzene -0.10202 0.206657 2.147 2.9 1.07 1.025420726 -0.04458 
30 2,5-Dibromonitrobenzene -0.10324 0.212776 3.475 3.12 1.37 1.231961958 -0.13804 
31 1,2-Dichloro-4,5 -dinitrobenzene -0.12284 0.477847 1.882 3.2 2.21 2.488128523 0.278129 
32 3-Methyl-4-bromonitrobenzene -0.09478 0.189942 1.555 3.01 1.16 0.796525166 -0.36347 
33 2,3,4-Trichloronitrobenzene -0.10822 0.220949 2.081 3.44 1.51 1.385163842 -0.12484 
34 2,4,6-Trichloro-1,3-dinitrobenzene -0.12309 0.269736 1.948 3.41 1.43 1.876273533 0.446274 
35 4,6-Dichloro-1,2-dinitrobenzene -0.12206 0.4749 1.882 3.08 2.42 2.421962518 0.001963 
36 3,5-Dinitrobenzylalcohol -0.11037 0.222851 2.203 0.43 0.53 0.492654222 -0.03735 
37 3,4-Dinitrobenzylalcohol -0.1032 0.354222 2.203 0.65 1.09 0.829672482 -0.26033 

38 
2,3,5,6-Tetrachloro-1,4-
dinitrobenzene -0.14066 0.322619 2.454 2.92 2.74 2.340082588 -0.39992 

39 4-Fluoronitrobenzene -0.08513 0.171119 1.697 1.8 0.25 0.133018411 -0.11698 
40 4-Fluoro-2-nitrotoluene -0.086 0.172036 1.897 2.26 0.25 0.315909965 0.06591 
41 1-Fluoro-2-nitrobenzene -0.08431 0.169296 1.737 1.69 0.23 0.075459884 -0.15454 
42 1-Fluoro-3-nitrobenzene -0.09023 0.180471 1.737 1.9 0.2 0.317758254 0.117758 
43 4-Nitrobenzaldehyde -0.10872 0.220357 2.248 1.56 0.2 0.808101368 0.608101 
44 3-Nitrobenzaldehyde -0.0966 0.193354 2.248 1.75 0.14 0.495534978 0.355535 
45 3-Nitroacetophenon -0.09211 0.184343 2.468 1.49 0.32 0.292505258 -0.02749 

 

Cross-validation 
In order to check the reliability and stability of the 

QSAR model (Eq. 11), the leave -1/3-of -set -out 
validation is applied in the following way: the parent 

data points were divided three subsets namely A, B 
and C. In each of three combinations, two of the 
subset were combined into one and the correlation 
equation was determined with the same descriptors. 
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The obtained equation was used to predict data for the 
remaining subset. It turns out that the predicted R2 
values using subsets (A+B), (B+C) and (C+A) are 
close to that corresponding to the full training  
set (A+B+C) and the average values of R2 and 
R2(predicted ) given in the Table 2, are also close. So 
the data given in the Table 2 speaks in favour of the 
efficacy of the present model for estimating the 
toxicity of the nitrobenzenes for which experimental 
data are unavailable. 
 
Conclusion 

A comprehensive QSAR analysis has been carried 
out for the 45 NBs using conceptual density 
functional theory based reactivity descriptors namely 
electrophilicity index (ω), lowest unoccupied molecular 
orbital (εlumo) and molecular compressibility (β) along 
with the hydrophobicity index (logP) to assess their 
toxic behaviour towards T.pyriformis. The high value 
of Coefficient of determination and robustness of the 
model establish the importance of these descriptors in 
the prediction of toxicity.  
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a b s t r a c t 

Using molecular docking and other studies, 20 compounds extracted from Monochoria hastata (L.) Solms 

were screened, and their inhibitory efficiency examined against main protease (3CLpro) of SARS CoV-2. 

All the compounds were found to binding with 3CLpro through van der Waals and electrostatic forces of 

attractions. Among them, Azelaic dihydrazide (ADZ) was found to have the highest docking score. 3CLpro- 

ADZ complex was studied by MD simulation. ADZ was found to disrupt the structure of 3CLpro after 2 ns. 

RMSD and RMSF analysis along with sequence and binding energy analysis suggest that ADZ can be a 

potential drug against SARS CoV-2. 

© 2022 Elsevier B.V. All rights reserved. 

1. Introduction 

The devastating effect of novel coronavirus disease, COVID-19, 

progressively affects global health and economy. Such an emer- 

gency throws a challenge to the entire scientific community to 

work together and come up with an effective antidote against this 

deadly virus (SARS-CoV-2). Numerous attempts have been made to 

find useful drugs or vaccines to combat this virus [1–4] . But till 

date, no specific drug has been found. Drugs like chloroquine, hy- 

droxychloroquine, favipiravir, remdesivir, azithromycine etc [5–9] ., 

extracts from different plants [10–12] , normally used in other dis- 

eases, are under clinical trial against this virus, but they are being 

used with caution. 

Coronavirus was first found in 1960 [13] . It returned in new 

avatars in 2002 and 2012 to haunt us [14–17] . However, the novel 

coronavirus viz. SARS-CoV-2 or COVID-19 has created a pandemic 

because of its higher transmission rate (R 0 ) compared to previ- 

ous cases. The SARS-CoV-2 belongs to the β-coronavirus group, 

∗ Corresponding author. 

E-mail addresses: nabajyotibaildya@gmail.com (N. Baildya), asoke@klyuniv.ac.in 

(A.P. Chattopadhyay). 

and its genome is quite similar to that of previous SARS-CoV. Al- 

though exact origin of this virus is not clear [18] , it is trans- 

mitted rapidly among human beings by community transmission 

[19] . The outer surface of this virus contains spike glycoprotein, 

an enveloped membrane and nucleocapsid protein containing a 

positive sense single strand of RNA. It mainly binds with human 

angiotensin-converting enzyme-2 (ACE-2) receptors using its spike 

glycoprotein. Along with spike proteins it contains the cellular ser- 

ine protease TMPRSS2, cysteine protease, main protease (3CLpro), 

papain-like protease (PLpro) and different non-structural proteins 

(nsp) which are basically used for its replication. Therefore, drugs 

that effectively block one or more of these proteins or the ACE-2 

enzyme involved in binding to host cell or those active in replica- 

tion process are much focused [20–22] . 

From ancient times, herbs have been used as effective medici- 

nal resource. There are approximately 25,0 0 0 plants in India which 

are used in traditional and folk medicine [23] . An aquatic medici- 

nal plant of India, Monochoria hastata (L.) Solms, belonging to the 

family Pontederiaceae, is being used as remedy in Indian villages 

for various disorders. The extracts obtained from its leaf show an- 

tibacterial and anti-viral effects. It contains different types of alka- 

loids, phenols, terpenoids, flavonoids, glycosides, monoacyl glycerol 

etc. [24] . 20 different compounds were selected from extracts of 

https://doi.org/10.1016/j.molstruc.2022.132644 

0022-2860/© 2022 Elsevier B.V. All rights reserved. 
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this plant for in-silico screening against 3CLpro of SARS-CoV-2 by 

docking and molecular dynamics simulation. 

2. Methodology 

2.1. Virtual screening of Monochoria hastata (L.) Solms extracts with 

3CLpro 

The crystal structure of 3CLpro of SARS-COV-2 (PDB ID: 6LU7) 

was obtained from the Protein Data Bank. The sdf files of the drugs 

were downloaded from PubChem (National Library of Medicine) 

and were converted to pdb format to check ligand-protein bind- 

ing interactions. UCSF Chimera [25] package was used to clean the 

structure of 3CLpro. Autodock Vina [26] was used to investigate 

docking between 3CLpro and the drug molecules and necessary 

files were prepared by using Autodock Tools. 

2.2. Molecular dynamics simulation studies of ADZ docked 3CLpro 

complex 

Azelaic dihydrazide (ADZ) was found to have the highest dock- 

ing score with 3CLpro. The minimum energy docked configura- 

tion of 3CLpro-ADZ complex was selected for molecular dynamics 

(MD) simulation studies. GROMACS (version 5.1) [27] was used to 

perform the MD simulation using CHARMM36-mar2019 force-field 

[28] with TIP3P solvation model [29] . Ligand parameters and topol- 

ogy files were generated with the help of CHARMM General Force 

Field server. Periodic boundary conditions were applied to main- 

tain a cubical box in which the 3CLpro-ADZ complex was at least 

1 nm from the edges for successive imaging of the complex. To 

maintain electroneutrality, four Na + ions were added to the sys- 

tem. Energy minimization was carried out by the steepest descent 

algorithm followed by conjugate gradient protocol, until the sys- 

tem reached a minimum force of 10 kJmol −1 nm 

−1 . For equilibra- 

tion of the system, isochoric-isothermal (NVT) ensemble was used 

at 300 K for 100 ps. The time step was set to 2 fs. This was fol- 

lowed by equilibration in an isothermal-isobaric (NPT) ensemble 

for 100 ps at 300 K. Modified Berendsen thermostat was used for 

the NPT ensemble. Here also the time step was set to 2 fs. For 

both the NVT and NPT equilibration, 1 nm cut-off was kept for van 

der Waals and electrostatic interactions. For the calculation of long 

range interactions, smooth particle mesh Ewald (PME) [30] method 

was used. Finally, MD simulation was performed for 10 ns using 

the equilibrated ensembles with the same cut off as used before. 

A modified Berendsen thermostat and a Parinello-Rahman barostat 

at 300 K temperature and 1 bar pressure were used. Snapshots of 

the trajectory were taken after each nanosecond of simulation. 

2.3. Analysis of MD simulations 

The trjconv tool was used for analysis of structural trajec- 

tories of the 3CLpro-ADZ complex during simulation. Drug, wa- 

ter, counter ions and 3CLpro were re-centered within the cubi- 

cal box using the same tool. Variation of root mean square devi- 

ation (RMSD), root mean square fluctuations (RMSF), radius of gy- 

ration (Rg) and solvent accessible surface area (SASA) were plotted 

using xmgrace plotting tool. g_mmpbsa tool [ 31 , 32 ] was used to 

calculate average binding free energy, polar free energy ( �G polar ), 

non-polar free energy ( �G non-polar ), average MM-energy ( �E MM 

), 

van der Waals energy, SASA energy and electrostatic energy. The 

change of binding energy with time was plotted using Origin 8.0. 

3. Results and discussions 

20 compounds, extracted from Monochoria hastata (L.) Solms, 

were screened against SARS-CoV-2 main protease (3CLpro). Binding 

affinity of these compounds was found to be in the range of −3.6 

to −5.8 Kcal/mol as shown in Fig. 1 . The highest binding affin- 

ity of −5.8 Kcal/mol was observed for Azelaic dihydrazide (ADZ) 

against 3CLpro. Previous studies showed that Azelaic Acid and its 

Fig. 1. Binding affinity (Kcal/mol) of Monochoria hastata (L.) Solms extracts. 
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Table 1 

Toxicity parameters for 20 Monochoria hastata (L.) Solms compounds studied. 

Compound AMES 

toxicity 

Max. 

tolerated dose 

(human) 

hERG I 

inhibitor 

hERG II 

inhibitor 

Oral Rat Acute 

Toxicity (LD50) 

(mol/kg) 

Oral Rat Chronic 

Toxicity (LOAEL) 

(log mg/kg_bw/day) 

Hepato- 

toxicity 

Skin 

Sensiti- 

sation 

T.Pyriformis 

toxicity 

(log ug/L) 

Minnow 

toxicity 

(log mM) 

1-Methyl −2-pyrrolidinone No 1.077 No No 2.153 1.255 No Yes −0.887 2.861 

Azelaic dihydrazide No 0.907 No No 1.762 2.87 No Yes 0.143 2.839 

4,5,6,7-Tetrahydro-1-benzothiophene-3- 

carbonitrile 

No 0.438 No No 2.049 1.882 No Yes 1.431 1.005 

Phytol No 0.05 No Yes 1.607 1.043 No Yes 1.884 −1.504 

2(4H)-Benzofuranone, 

5,6,7,7a-tetrahydro 

No 0.783 No No 1.94 2.412 No No 0.037 2.224 

2-Pentadecanone, 6,10,14-trimethyl No 0.244 No No 1.532 1.094 No Yes 2.14 −1.478 

2H-Pyran-2-one, tetrahydro-6-octyl- No 0.276 No No 1.826 2.429 No Yes 1.491 0.216 

1,2,3-Propanetriol, 1-acetate Yes 1.506 No No 1.708 2.789 No No −0.616 3.366 

Z,E-3,13-Octadecadien-1-ol No −0.207 No Yes 1.578 1.106 No Yes 1.703 −1.156 

Diethyl phthalate No 1.37 No No 2.09 2.648 No No 0.656 1.441 

Phthalic acid, 6-ethyl-3-octyl isobutyl No 1.324 No No 1.712 2.42 No No 1.468 −1.526 

Dodecanoic acid No −0.34 No No 1.511 2.89 No Yes 0.954 −0.084 

Tetradecanoic acid No −0.559 No No 1.477 3.034 No Yes 0.978 −0.601 

Methyl 9- methyltetradecanoate No 0.337 No No 1.653 2.832 No Yes 2.268 −1.044 

Pentadecanoic acid No −0.642 No No 1.458 3.107 No Yes 0.922 −0.842 

Dodecanoic acid, 10-methyl-, methyl 

ester 

No 0.421 No No 1.697 2.679 No Yes 2.166 −0.558 

9-Hexadecenoic acid, methyl ester, (Z) No 0.125 No No 1.608 2.926 No Yes 2.005 −1.245 

Tridecanoic acid, methyl ester No 0.301 No No 1.645 2.779 No Yes 2.191 −0.638 

2-Hexyldecanoic acid No −0.574 No No 1.564 3.068 No Yes 0.457 −0.923 

Oleic Acid No −0.81 No No 1.417 3.259 No Yes 0.676 1.438 

3
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hydrazide derivation have high binding affinity with DNA Polymer- 

aze I (2KFN) due to enhance H-bonding showing its potential in- 

hibitory activity against 2KFN [33] . This observation is in accor- 

dance with our simulated results. It has been also reported that 

Azalaic Acid showed potential anti-viral inhibitory activity [34] . To 

analyze the stereochemistry of the drug-protein complex we have 

plotted contour diagram of drug with neighbouring residue of the 

3CLpro as shown in Table S2. van der Waal donor-acceptor iso- 

surfaces of drug-protein complex clearly indicates electrostatic in- 

teraction is exists between them while the 2D contour plot demon- 

strates van der Waal and the number of H-bonding interaction be- 

tween drug and protein. 

To predict toxicity of these compounds, ADME toxicity analysis 

was performed using pkCSM online server [35] . All the estimated 

pharmacokinetic properties are listed in Table 1 . 

3.1. ADME toxicity prediction 

Pharmacokinetic analysis reveals that the compounds have low 

blood-brain barrier (BBB) permeability, with values ranging be- 

tween −0.016 and 0.816. The drugs were found to have no effect 

on CYP2C9, CYP2D6 and CYP3A4 inhibitors. Skin permeability val- 

ues were found between −1.384 and −4.376 for the drugs. These 

drugs also do not inhibit renal OCT2 substrate as shown Table S3 

(in Supporting Information). 

3.2. Toxicity prediction 

Table 1 represents the toxicity level of the studied compounds. 

None of the compounds have AMES toxicity and they do not have 

hERGI inhibitory activity. Estimated oral rat toxicity values were 

found to lie between 1.417 and 2.153 mol/kg. Estimates of chronic 

oral rat toxicity (LOAEL) values are in between 1.094 and 3.259 

(log mg/kg_bw/day). None of the compounds show hepatotoxicity, 

though most of the compounds show skin sensitization. 

From the above analysis it is clear that all 20 compounds un- 

der consideration could serve as drugs for SARS CoV-2. The bound 

structures of some of the drugs with 3CLpro are shown in Fig. 2 . 

From the docking results it is clear that Azelaic dihydrazide 

(ADZ) showed the highest binding affinity to the main protease 

(3CLpro) of SAR-CoV-2. The docked structure along with a 2D con- 

tour plot of ADZ with 3CLpro are shown in Fig. 3 considering the 

electrostatic and van der Waals interactions. 

From the above figure it is clear that ADZ binds strongly with 

3CLpro via formation of five strong H-bonds ranging from 2.15 to 

2.97 Å along with donor-acceptor interactions ranging from 2.37 to 

2.62 Å which are very short with respect to other systems. 

Fig. 2. Docked structures of some of the drugs considered with 3CLpro. 
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Fig. 3. Docked structure (left) and 2D contour plot of 3CLpro-ADZ complex. 

The lower value of inhibition constant (Ki) between ADZ and 

3CLpro indicates stronger binding affinity between them. The 

neighboring residues are shown in both the views of the docked 

structure. It was decided to carry out molecular dynamics (MD) 

simulation on the 3CLpro-ADZ complex to investigate the effect of 

the drug on 3CLpro in greater detail. Fig. 4 a represents the RMSD 

plot of undocked 3CLpro and ADZ, and of 3CLpro-ADZ complex. 

Fig. 4 b represents the RMS fluctuation plot of docked and un- 

docked 3CLpro. The RMSD plot for the 3CLpro showed much lesser 

fluctuation as compared to 3CLpro-ADZ complex after 2 ns which 

suggests decreased stability of the docked structure vis-a-vis the 

undocked one. It is clear from the above analysis that ADZ creates 

a huge structural disruption in 3CLpro. This is further supported 

by the RMSF plot which reveals that ADZ docked 3CLpro showed 

less fluctuations in the residues compare to the undocked 3CLpro. 

Moreover, RMSF plots Fig. 4 c accounts less fluctuation of the neigh- 

boring catalytic residues (HIS41, TYR54, GLY143, SER144, CYS145, 

ASP187) to the drug molecule in the binding pocket of 3CLpro. 

The structural changes of ADZ docked 3CLpro is also corroborated 

by the sequence analysis of the docked and undocked 3CLpro as 

shown in Fig. 5 . 

Sequence analysis revealed that the residues after 202 had 

completely changed their positions indicating huge conformational 

change within the 3CLpro. The binding free energy of polar and 

non-polar groups of the docked structure with respect to time are 

shown in Fig. 6 c and 6d, respectively. With the passage of time, 

polar binding free energy (H-bonding and electrostatic) decreased 

indicating much stronger binding of the drug ADZ in the 3CLpro 

cavity. It is to be noted that the stronger binding of ADZ with 

3CLpro explains the huge structural change and protein chain se- 

quence changes in 3CLpro. Magnitudes of some major interactions 

in the 3CLpro-ADZ complex are listed in Table 2 . 

The compactness of a system is measured by the radius of gy- 

ration (Rg) analysis. Variation of Rg with time is shown in Fig. 7 a 

for undocked and docked 3CLpro with ADZ. Form Fig. 7 a it is clear 

that the docked structure is more compact as compared to the un- 

docked one. The solvent accessible surface area (SASA) of docked 

and undocked 3CLpro are plotted against time in Fig. 7 b. The fig- 

ure clearly shows that the docked structure has lesser surface area 

compared to the undocked structure, which reveals destabilization 

of the former. 

Fig. 8 represents structural changes during MD simulation. From 

the above analysis it is clear that ADZ creates a large impact to 

destabilize the structure of 3CLpro. This is also clearly reflected in 

Fig. 8 . Snapshots are given in the figure after every 2 ns starting 

from the beginning. The RMSD plot and Fig. 8 are in agreement 

with each other. At 2 ns, a substential conformational change is in- 

dicated in Fig. 4 a and in Fig. 8 . The structure continues to change 

as reflected in Fig. 4 a and b, and also in Fig. 8 . The docked struc- 

ture does not seem to attain equilibrium up to 10 ns, i.e. till the 

end of simulation, whereas the undocked structure of the protease 

reaches equilibrium after 3 ns, as revealed from the RMSD plot 

( Fig. 4 a). It is clear, therefore, that the molecule ADZ from M. has- 

tata destabilized the structure of 3CLpro on binding with it. This 

is expected to affect the activity of SARS-CoV-2 to noticeable ex- 

tent. 3CLpro plays an essential role in processing the ploy proteins 

5 
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Fig. 4. RMSD (a) and RMSF (b) plots of docked and undocked 3CLpro, the color codes have been mentioned in the figure. 

Fig. 5. Sequence analysis of 3CLpro after MD in undocked and docked structure. 

Table 2 

Average values of various binding free energy components of 3CLpro-ADZ complex. 

System Binding free energy 

(kJ/mol) 

van der Waal energy, 

�E vdW (kJ/mol) 

Electrostatic energy, 

�E elec (kJ/mol) 

Polar solvation energy, 

�G polar (kJ/mol) 

SASA energy (kJ/mol) 

3CLpro + ADZ - 49.1 ± 18.8 - 82.7 ± 17.4 - 91.3 ± 20.0 137.3 ± 26.8 - 12.3 ± 1.5 

6 
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Fig. 6. Variation of different binding energy components: (a) Binding energy, (b) �E MM , (c) �G polar and (d) �G non-polar with time. 

Fig. 7. Radius of gyration (a) and SASA (b) plot of docked and undocked 3CLpro. 

7 
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Fig. 8. Conformational changes in 3CLpro upon binding with ADZ during MD- 

simulation. 

translated from viral RNA and thus aids in replication of the coro- 

navirus. Inactivation of 3CLpro is therefore expected to lead to in- 

hibiting viral replication of SARS-CoV-2. 

4. Conclusions 

20 compounds from the extract of the ethnomedical aquatic 

herb M. hastata (L) Solms were screened against the main pro- 

tease (3CLpro) of the novel coronavirus SARS-CoV-2. All the com- 

pounds were found to have good docking affinity with 3CLpro, 

as also desirable properties of pharmacokinetics, as obtained from 

ADME and related analysis. Among all the compounds, Azelaic di- 

hydrazide (ADZ) was found to have the best docking score with 

3CLpro. This docked structure of 3CLpro-ADZ was then subject to 

molecular dynamics (MD) simulation for 10 ns. Analysis of the sim- 

ulation data viz. RMSD, RMSF, Rg and SASA plots, as well as from 

the structures of the 3CLpro-ADZ complex during simulation, the 

following conclusion can be drawn: ADZ creates a large conforma- 

tional change on 3CLpro after binding or docking with it. This may 

cause noticeable change of activity of 3CLpro, and thereby inhibit- 

ing the replication process SARS-CoV-2. This calls for further inves- 

tigations on effect of same and other compounds of M. Hastate (L.) 

Solms on SARS-CoV-2 and ACE2 of host cell. 
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Abstract:  

 The women have significant place in society and play a vital role in the development of 

any country. Hence women progress in every field is very important for developing country and 

it could be possible only by empowering the women. The education plays an important role in 

human progress and women empowerment. Because Education not only educates a woman but 

enables her to take decisions and accept responsibilities at her home and outer world. Education 

helps a woman to understand her rights to equal treatment like a man in the society of this 

nation. Education of women is the most powerful tool to change the position in society.  

Occupational achievement, self-awareness and satisfaction are among the many things that will 

be ensured by effective use of education. This article describes the need of women's education in 

rural area and also focuses on the role of education in women's empowerment in India. 
 

Keyword: Education, women, milestone, Women's empowerment, women's participation.  
 

Introduction:  

 “Countries and Nations which do not respect women have never become great nor 

will ever be in future” - Swami Vivekananda 

 The term ‘Empowerment’ is defined as "the process of changing the distribution of power 

in institutions and interpersonal relationships across society." The empowerment strengthens the 

innate ability by way of acquiring knowledge, power and experience. Empowerment is the 

process of enabling or authorizing individual to think, take action and control work in an 

autonomous way. Women Empowerment is the process by which women control their own lives 

by establishing those rights, from their homes to the international stage, by knowing what their 

rights are. Nowadays women Empowerment is a global issue and discussion on women political 

right are at the fore front of many formal and informal campaigns worldwide. The concept of 

women empowerment was introduced at the international women conference at Nairobi in 1985. 

 Women have a very in-distinctive position in our economy and are an indispensable part 

of the society. But women are discriminated and marginalized at every level of the society 

whether it is social participation, political participation, economic participation, access to 

education, and also reproductive healthcare. Women are found to be economically very poor all 

over the India. A few women are engaged in services and other activities. So, they need 

economic power to stand on their own legs on per with men. It has also noticed that some of 

women are too weak to work. They consume less food but work more. Therefore, from the 

health point of view, women folk who are to be weaker are to be made stronger. Another 

problem is that workplace harassment of women. There are so many cases of rape, kidnapping of 

girl, dowry harassment, and so on. For these reasons, they require empowerment of all kinds in 

order to protect themselves and to secure their purity and dignity. Hence women empowerment 

is necessary and important for development of country. The only way a society or nation can 

move forward, and aspire to economic growth and development is not just through education- 
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but especially education among the women citizens. Once she is on the move, the family moves, 

the village moves, the nation moves. 
 

Objectives of the study:  

• The main objective of our study to find out how the education played an important role in 

the empowerment of Indian women  

• Assess the present scenario of women empowerment in India.  
 

Methodology: 

 The present paper is based on secondary data. The required data was collected from 

Government records, Indian census record from 2001 to 2011, various articles, Newspaper, 

books, internet sources and journals etc.  
 

Need of Women Empowerment: 

 In present Scenario, Women empowerment and gender equality in India is India is an 

alarming Same problem such as dowry, domestic violence, sex selective abortion, female 

infanticide are still prevalent. As per the 2011 Census, women are subject to disadvantages as 

compared to men in terms of literacy rates, labor participation rates and earnings. The Census, 

2011 reveals that total literate population is 74.04% comprising 65.46% female and 82.14% 

males. The gap between women and men is severe. While 82.14% of adult men are educated, 

only 65.46% of adult women are known to be literate in India. The gender bias is higher 

education, specialized professional trainings which hit women very hard in employment and 

attaining top leadership in any field. Literacy Educational levels are the increasing for Indian 

women still there is gap between Male and female literacy rate which can be seen in the 

following Table. 
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 The above table, we come to know that at no point could the literacy rate of women 

match that of men. As a result, 72 years of independence, Women occupy a secondary position 

in our social hierarchy. Inspire of being aware of her position, women can't transform the 

situation due to lack of education. Therefore, women's empowerment can't be effected unless we 

persuade the importance of women's education. 
 

Role of Education in Women’s Empowerment:  

 According to Nehru, “If you educate a man you educate an individual, however, if you 

educate a woman you educate a whole family. Women empowered means mother India 

empowered”. Hence to educate women is more important than men. Education in India plays the 

most crucial role in women empowerment because it enables them to responds to the challenges, 

to confront their traditional role and change their life. So we can't neglect the importance of 

education in reference to women empowerment. Education increases women's self-confidence 

and also enables them to find better job and she can help family economically. It develops the 

women's capabilities to fight against injustice, domestic violence, corruption and many other bad 

elements in the society. Education empowers women to make choices that can improve their 

welfare, including marrying beyond childhood and having fewer children. Education helps a 

woman to understand her rights to equal treatment like a man in the society of this nation and 

realize that she is not inferior to man. It enables her to take decisions at her home and it enables 

her to accept responsibilities at her home and outer world. Education will help women to 

empower through the knowledge of science and technology to face the challenges of today's 

technological age and it helps her to build career path. Finally education not only educates a 

woman but also helps her realize that she is a vital part to the society.  
 

The impact of women empowerment in Rural Areas: 

 Women’s empowerment in rural India is far less visible than in urban areas. Rural 

women, as against women in urban settings, face inequality at much higher rates and in all 

spheres of life. In rural areas of India generally education problems are faced by girls due to 

family responsibilities such as caring for younger siblings, domestic work etc. Also there are 

some barriers for women's education in rural areas like Priority to Son's Education Compared to 

Daughter's Education, Lack of Adequate Number of Female Teachers and Gender Bias in 

Curriculum Still Exists etc. From the start, girl children are seen as burdens rather than blessings, 

bearers of exorbitant dowries, who will eventually move into the homes of their husbands. The 

result is low literacy rate among women. The female children are not receiving the same 

medical, emotional and educational attention as their male counterparts due to some 

overwhelming cultural and economic reasons. It was observing that women were always 

depicted as weak and helpless, often as the victims of abuse and beatings. We can say that these 

depictions are strong barriers for improving women's position in society. 

 The illiterate women have high levels of fertility and mortality and with more children 

she cannot pay proper attention on them and hence a woman's lack of education has a negative 

impact on the health and well-being of her children. The illiterate women have poor nutritional 

status, low earning potential, and little autonomy within the household. In order to fight against 

all these socially constructed gender biases, girls and women have to swim against the system 

and for this they require more strength. Obviously such strength comes only from the education.  
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Conclusion: 

 Women empowerment is there but still we have miles to go on this path of 

empowerment. We hope that in coming year’s ahead women empowerment will prove its worth. 

Women are an integral part of a society. They play an important role in determining the destiny 

of a nation. The education of women is the most powerful tool to change the position of society. 

Education also brings a reduction in inequalities and functions as a means of improving their 

status within the family. We can say that the progression of women in society is not possible 

without education. Without educated women the world cannot become a better place for peoples. 

That's why women's education is needed to turn this world into better place. We can conclude for 

development and evolution of any country there is need for women's education. In the 21st 

century we see that women are working in each field of corporate world, empowering them is 

truly essential and necessary. We cannot ignore the importance of women education in reference 

to women empowerment. The goals or dreams of our citizens will not be achieved without 

effective education of women.  
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A NOTE ON THE BOUNDS OF ZEROS OF POLYNOMIALS AND

CERTAIN CLASS OF TRANSCENDENTAL ENTIRE FUNCTIONS

TANCHAR MOLLA(1) AND SANJIB KUMAR DATTA(2)

Abstract. In the paper we wish to find bounds of zeros of a polynomial. Our

result in some special case sharpen some very well known results obtained for this

purpose. Also, we obtain lower bound for a certain class of transcendental entire

functions by restricting the coefficients of its Taylor’s series expansions to some

conditions.

1. Introduction

Fundamental theorem of algebra asserts that every non constant polynomial of

degree n with complex coefficients has exactly n zeros but gives no information about

location of zeros of a polynomial. All zeros of a polynomial of degree less than or

equal to 4 can be derived algebraically for all possible values of its coefficients. But,

difficulty arises when degree of polynomial is greater than or equal to 5. So, it

is desirable to know bounds of zeros of a polynomial. Problem of finding bounds

for zeros of a polynomial is classical one which is essential in various disciplines

such as controling engineering problems, eigenvalue problems in mathematical physics

and digital audio signal processing problems {cf. [18]}. Gauss and Cauchy were

first contributors in this area [16]. To find bounds for the moduli of the zeros of a

polynomial, Cauchy {cf. [16]} introduced the following classical result:

Theorem A [16]. If P (z) =
∑n

j=0 ajz
j is a polynomial of degree n, then all the

zeros of P (z) lie in |z| ≤ 1 +max0≤j≤(n−1)|
aj

an
|.

Theorem A was improved in several ways by many researchers {cf. [6], [13], [15] &
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Introduction:

The Buddhist sites distributed across the whole India
are considered as precious resources for heritage
tourism development. The states like Uttar Pradesh,
Bihar, Odisha and Maharashtra are drawing large influx
of Buddhist tourists, both domestic and international
every year by virtue of Buddhist heritages but instead
of the rule of a Buddhist dynasty from 8th to 11th

century AD, the tangible Buddhist heritage in Bengal,
particularly in West Bengal, a state of India being
considered insufficient till the discovery of the
Moghalmari Buddhist monastery  of Paschim Medinipur
district which is comparable with the Somapura
monastery of Bangladesh, a UNESCO declared world
heritage site. Before the discovery of Moghalmari,
Nandadirghi monastery of Jagjivanpur, situated in the
interfluve of Punarbhaba and Tangon River, was the

only structure around which the issues of Buddhist
tourism have been seriously dealt with. Three other
seats of ancient Buddhist monasteries namely
Karnasubarna (Murshidabad district), Subarnabehar
(Nadiadistrict) and Bangarh (Dakshin Dinajpur district)
are woefully neglected because of the lack of
appreciation of their tourism value in government
level.The goal of Buddhist pilgrimage is not merely
the visiting of the sacred centres considered to be‘axis
mundi’ (Eliade, 1959) but to pass through an itinerary
of greater and lesser sites (Behrendt, 2009). The lesser
category sites are characteristically not associated with
the life of Buddha or any miraculous event associated
with the divine power of the Lord. Buddhist tourism
of India incorporates a number of such sites that are
more cultural and historical rather than sacred.
Monastery tourism is already emerged as an off shoot

Buddhism and its heritage draw the attention of around 10 percent of total tourist
traffic in India but unfortunately, West Bengal is not getting its justified share although
the country was under Buddhist rule for about 400 year since the mid 8th century.
None of the available studies have focused on its reasons. This paper is an attempt to
evaluate the scope of Buddhist tourism in West Bengal while addressing this research
gap found from interdisciplinary literature survey. Although there is abundance of
descriptive historical and archaeological studies on abandoned Buddhist monasteries
of West Bengal, spatial analysis dedicated to Buddhist tourism development is rare.
Extensive literature survey has been followed by committed field workto obtain data
which are historiographic, toponymic and archaeological in nature. IRSLISS III images
have been analyzed to evaluate the changing course of rivers on the Buddhist ruins
and the effects of flooding on them. An appraisal is made on policy measures to
exploit the maximum potentials of Buddhist tourism which may bring opportunities
of income and scope of employment, thereby contributing to backward area
development.

Copyright © 2022 Published by Vidyasagar University. All rights reserved.
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of Buddhist tourism, which could rather be classified
as heritage tourism than a branch of religious tourism.
With a focus on addressing the research question on
why the ruins of Buddhist heritage in West Bengal
have not been successfully utilized for tourism, the
present study is undertaken to fulfill the following
objectives:

a) To evaluate the status of the Buddhist ruins
in West Bengal with special emphasis on
the role of river on them.

b) To recommend policy measures for a
comprehensive planning and management
of monastery based Buddhist tourism in
West Bengal

With a view to the growing  tourist traffics in excavated
Buddhist sites, it is essential to focus on their art,
architecture and cultural history for better tourism
marketing. This not only may generate income and
employment but also sensitize the community living
in the vicinity of such centres on the past glory of
their civilization so that spontaneous public
participation could be obtained for ensuring the
preservation of the past heritages. There is no doubt
that lack of community awareness on the value of
excavated sites in the past led to their decay which
could be prevented otherwise. This paper isan attempt
to address the research gap on the past role of rivers
in depletion of Buddhist monasteries when the popular
hypothesis assumes only on the role of religious
rivalries for their mysterious disappearance from
cultural landscape.

Data and Methods:

Spatial distribution of the ruins of Buddhist
monasteries of West Bengal is under study with special
emphasis on Moghalmari. Detailed field work was
made first at Moghalmari and it has been then
compared with Jagjivanpur where experimentation to
develop heritage tourism could not be materialized
few decades ago and scope of developing such tourism
in the soils of West Bengalis somewhat challenged.
Extensive field works have been made to collect both

primary and secondary data on the places of other
threefamous Buddhist ruins of West Bengal namely
Karnasubarna, Bangarh and Subarnabehar (Table.1).
Satellite images (IRSLISS III) have been used to analyze
their spatial organization focussing on shifting of river
courses in relation to their survival from flood hazards.
In this context, maps have been produced using
Geographical Information System (GIS) in the domain
of Arc GIS 10.1 version. With triangulation of
qualitative aspects of the attraction factor, the Buddhist
heritages have been assessed from tourism promotion
perspectives. A number of policy recommendations
have been derived by studying the demand of the
visitors and perceptions on the value of Buddhist
heritage by the host communities.

Study Area:

In the present study, focus is primarily made on
Jagjivanpur buddhist sitein Habibpur Block of Malda
district, and Moghalmari buddhist site of Dantan I
Block in Paschim Medinipur district. From a mound
named Tulabhita, a copper plate inscription of
Mahendrapaladeva (9th Century AD) was discovered
(Chakrabarti, 2001) from which patronage of Pala
dynasty of Bengal to this monastery is prominent. The
ground plan of the monastery resembles with the
world famous Nalanda Mahavihar while the sculptural
pattern is the manifestation of post-Gupta art of India
(Sen Majumdar, 2013). The discovery of the Buddhist
monastery at Moghalmari was made in the year 2003
from excavation of a large mound at Moghalmari named
“Sakhisonar Dhipi”.

The Bengali word Dhipi denotes the structural mound
while Sakhisona according to folklore, was the
daughter a local king named Raja Bikramkeswari. The
love story of Princess Sakhisona and Ahimanik, the
adopted son of one of the ministers of the then
Amarabati state (presently in West Bengal and Odisha
border) is a subject matter of popular folklores in the
region. In Jhargram under Jambani block, in a
picturesque village named Kuliapal, a local weekly
market is named after the princess Sakhisona.

Sl. No. Place District Name of the Mahavihar
1 Datan Paschim Medinipur Sribandak
2 Jagjivanpur Malda Nandadirghi
3 Karnasubarna Murshidabad Raktamrittika
4 Bangarh South Dinajpur Devikot
5 Subarnabehar Nadia Subarnabehar

Table 1: Ruins of monastic complexes in West Bengal

Source: Compiled by the authors, 2021
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Fig. 1: Study Area
Map prepared by the authors

In Nayagram Police Station, a huge ground is also
named after her. The mound in Moghalmari was
popularly known as “Sakhisonar Pathsala”, the primary
school (called Pathsalain Bengali language) where
Sakhisona met first Ahimanik. The epigraphic records
from 6th to 10th century, establish the historic presence
of Dandabhukti as a province of ancient Bengal, where
the monastery was situated. Table.2 presents a
comparison between these two Buddhist sites.

Among the other three Buddhistruins, the condition
of Subarnabehar site is the worst. Only a few bricks of
the ancient monastery is found scattered in
Subarnabehar where maximum human encroachment
took place and the site was never been under any
protection. Both in case of Subarnabehar and Bangarh,
role of river as a destructive agentis worth mentioning.

The situation of Karnasubarna however is better but
the neibouring community is reluctant on its
preservation since the site never contributed to the
local economy by generating sufficient revenue from
tourism. The occasional domestic visitors interested
in history come and become disappointedviewing its
condition and also lack of facilities and tourist
amenities. Such grim scenario is the inspiration to
undertake this study with research question on the
requirements that could make the state a Buddhist
tourism paradise. Fig 1 represents the location of
these monasteries with special emphasis on
Moghalmari and Jagjivanpur.

Results and Discussion:

Moghalmari, the site of ancient Buddhist Sribandak
Mahabihar is the most promising site forBuddhist
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Items Jagjivanpur Moghalmari

Location
Nearest Town

Lat- 25°02’ N, Long- 88°22’E
Malda

Lat- 21°57’ N, Long- 87°16’E
Kharagpur

District Headquarter Malda town in North Bengal Midnapore town in South Bengal
Distance from District Head Quarter 41 km 63 km

Area (sq. mtr) 78.58m× 78.33 m 80m × 80m

Antiquity documented 9th century AD 6th century AD

Involvement of conservational 
agency State Archaeology since 1990 State Archaeology since 2013

Community involvement Not found Yes
Museum on site Not found Yes

Nearest Railway station Malda town (41 km) Belda (15 km)

Table 2: General comparison between Jagjivanpur and Moghalmari archaeological sites

Source: Field Survey 2019-20

Fig. 2: Paleochannels of Subarnarekha River
(Map prepared by the authors)
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tourism in West Bengal. From the stand point of
archaeological design, it iscompared with the
Somapura Mahabihar of Paharpur founded in 9th

Century by the Pala kings, which is located in Rajshahi
district of Bangladesh (i.e. eastern portion of undivided
Bengal under British Rule before 15th August,
1947).Recognition of Somapura Mahabihar as
UNESCO’s World Heritage Site (in the year
1985)depicts the heritage value of Moghalmari
monastery which is characteristically of similar type
excavated in the year 2003. The Chinese pilgrim Huen-
Tsang, who visited Tamralipta kingdom in 638 AD
reported the presence of ten active monasteries.
Moghalmari, a monastic complex that dates back to
5th/6thcentury ADmight be one of them (Datta, 2010).
Once located on the bank of the Subarnarekha as
evident from the presence of paleochannels and
evidences of river shifting in the region (Fig 2), the
monastery was then situated on the levee of the river
near the junction point of inland trade route and the
river route connecting Bengal and Odisha in ancient
period. The linear inland trade route is referred to as
Danda and the region in the reign of king
Shashanka(600-637 AD), the first powerful king of
Bengal was known as Dandabhukti (bhukti stands for
the integral part of kingdom). Pataliputra, the nerve
centre of the then North India’s trade and commerce
was connected with Tamralipta port for sea trade by
this historical road, which was extended towards south
probably upto Vishakhapatnam. Instead of imposing
direct rule from his capital at Karnasubarna, Shashanka
preferred to appoint local rulers. Somdatta was one of
them, the ancestor of whom ruled present Dantan
and its surrounding areas during 6th-7th century AD
(Mukherjee and Mukherjee, 2014).

The word Dantan has association with another popular
legend regarding the waterway transportation of
Buddha’s tooth that was distributed from his mortal
remains after cremation in the 5thcentury B.C. The
tooth was worshipped about 800 years at Dantapur, a
place in Kalinga, a Buddhist kingdom (present Odhisha)
and according to a few scholars, the shrine of Lord
Jagannath at Puri was the original place of tooth
worship (O’Malley, 1908). However, with the fall of
the Buddhist empire in Kalinga, this tooth was said to
be transported to Ceylon through the Tamralipta port,
which is now worshipped at the temple of Kandy, the
most revered Buddhist site in Sri Lanka. It is firmly
believed that the tooth relic was sheltered at the
monastrial complex of Moghalmari before it was sent
to Ceylon in the first quarter of the 4th century from
which the locality derived the name Dantan (Danta

means tooth and pur stands for city) . The non-believers
however relate the place name with the Datun (tooth
stick) of Sri Chaitanya, a 15th century legendary
Vaishnava leader who visited the place on his way to
Puri.

Moghalmari is now a village situated at a distance of
5.2 kms north from the Dantan town. The place named
Jahajghata (meaning harbour) in Dantan (near Dantan
High School) issignificant toponymic data supporting
the presence of a sheltered site for the ships. The
place named Jahajdubi (Jahaj stands for ship and dubi
means submergence) within paddy field at present
near the Moghalmari village is indicative of the past
incidence of sinking of ship/ships. The river
Subarnarekha which was then navigableused to flow
beside the Sribandak Mahabihar (now it has been
shifted about 5 kms in western direction) and the
lowland used for paddy cultivation today was once the
river bed (Fig. 2). If the tooth legend is taken into
consideration, Moghalmari Mahabihar was serving the
devoteeseven in the beginning of the 4th century. In
the Dathavamsa (literally means the history of the
tooth relic), a chronicle of Ceylon, written in Pali
language by Dhammakitti, a 13th century Buddhist
scholar, it is mentioned that Princess Hemlata and
Prince Dantakumar brought the tooth of Buddha from
Kalinga to Sri Lanka using the Tamralipta port (Pradhan,
2005). The Mahagovinda Sutta, another famous
Buddhist text mentions Dantapura of Kalinga was one
of the six famous cities of contemporary India.The
tooth of Buddha was kept there in a magnificent stupa
built by king Brahadutta who received the tooth relic
from Khema, a Buddhist monk in 5th Century B.C.
(Ganguli. 1975).

The name Moghalmari (literally means the slaughter
of the Mughals) is of medievalorigin. It may have
historical association with a series of battles fought
by the Mughals in the year 1575 against the Afghans
in which they faced considerable casualties despite of
final win. A few scholars however reservea different
opinion that ‘mari’ is a word depicting road, which
facilitated the movement of Mughal troop in the 16th

centurythat persisted since the time of Shashanka in
7th century connecting Pataliputra with
Visakhapatnam. The disappearance of the monastery
beneath a mound at Moghalmari might be the
outcome of the destruction made by Mohamedans
during the battle fought at the time of Akbar, the
Great Emperor (Vasu,1911).

Buddhism was established in Bengal by royal patronage
of a number of dynasties among which the Mouryan of
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the 3rd century BCwas the pioneer.King Ashoka (273-
236 BC), the Great Emperorhimself was said to be
present physically at Tamralipta port on occasion of
sending his son and daughter to Ceylon with the
branch of Bodhi tree.It was I-tsing, a Chinese traveler
who noticed the presence of Ashoka’s stupa during
his travel at Tamralipta in the later half of the 7th

centurywhich was probably one of the 84000 stupas
said to be built up by Ashoka in different parts of
Indian subcontinent. The archaeological evidences and
epigraphic records represent that Buddhism was a
dominant faith in Tamralipta kingdom during the Sunga
(185-73 BC) and Kusana (30-300 AD) period when
Tamralipta’s maritime trade with outside world was at
its high (Dasgupta, 1958). Buddhism had been more
consolidated itself in the region in succeeding years
as evident from the travel record of Fa-Hien (405-411
AD) who observed the presence of 24 monasteries in
the region.(Ramachandran,1951) The monastery where
tooth relic of Buddha was kept before its transportation
to Ceylon might be one of them.

As the excavated monasterial complex of Moghalmari
dates back to 6th century AD, it may be assumed that
it had been developed on ruins of previous Buddhist
establishments. By the Hindu Guptas, who ruled
during 300-500 AD century, Buddhism was never
treated as the religious rival of Hinduism. The Palas
who rose from the middle of the 8th century and ruled
for a period of about 400 years were devout
Buddhistsand their reign is known as the Golden Age
of Buddhism in Bengal (Chakma, 2011). The similarities
between the Moghalmari monastery and the famous
Somapura Mahabihar of Paharpur (that was founded
not before the 8th century) depict that art and
architecture of Paharpur was guided by the model of
Moghalmari monastery, because Moghalmari which
was established much earlier as evident from

historiographic records.  As the gigantic monastery
and the magnificent temple at Somapura werenot built
even in the early 7th century, it was unnoticed by
Chinese pilgrim Hiuen-Tsang during his travel (Gill,
2007). Archaeological data further reveals thatthe
Buddhist establishments of Moghalmari were inspired
from the art and architectural stage of Nalanda, the
principle seat of Buddhist learning in Northern India
where Hiuen- Tsang stayed for years(Hazra, 1983).
The great monastery of Nalanda came into prominence
towards the close of 5th century AD (Roy Acharyya,
2005).The stucco work of Stupa No- 3 at Nalanda
clearly depicts the relationship between Nalanda
Mahabihar and Sribandak Mahabihar, which are
contemporary and thereby considered to be the
paradise for archaeological tourism. For architectural
ornamentation, stucco work was made at the outer
boundary wall of the Buddhist temple complex of
Moghalmari following the Nalanda architectural style,
which provided protective coating for the structures
(Basu, 2008).The ground plan of Moghalmari Buddhist
complex is different from Nalanda, whichresembles
Paharpur. Moghalmariis thus endowed withheritage
tourism potentials not only from the standpoint of
antiquity but also for a finer craftsmanship manifested
in its art and architecture (Sanyal, 2001). Table 03
represents the phases of excavations undertaken by
the Department of Archaeology, University of Calcutta
who discovered the monastery excavating a mound at
Moghalmari in the year 2003.

Since November 2013, Archaeological Department of
West Bengal Government took over the custody of
the excavated monasterial complex and the conscious
efforts on developing tourism based on this Buddhist
site had beeninitiated from the Block level
administration of West Bengal government.
Organizing a Buddhist festival at the site in the year

Phase Major discoveries that attract the attention of tourists
2003-04 Phase I in the mound MGM I (Sakhisonar Dhipi) gave indication on presence of a monastic 

complex
2006-07 Phase II concentrated on eastern and southern side of MGM I and discovered a wall of the 

monastic complex, the square/rectangle structures used as cells of the resident monks, 
structure of circular bricks forming the bases of stupas and other antiquities such as 
pottery strewn over the surface, stucco figures

2007-08 Phase III was devoted to the discovery of stucco decorated walls in the eastern side 
specially

2009-10 In the Phase IV, the entrance of the monastic complex was discovered in the northern side
2010-11 In the Phase V, the prayer hall of the monastery was excavated
2011-12 In Phase VI, stucco works, pottery, and votive tablets are further discovered

Table 3: Major Excavations Outcomes at Moghalmari

Source: Review of literatures and excavation reports by the authors, 2012
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2016, the place was first successfully introducedin
the Buddhist tourism map of the country. It is
noteworthy to mention that on the day of the festival
(i.e. 24th January, 2016) in which Buddhist monks from
all over  the country were gathered at Moghalmari for
special prayers, about 40 artifacts dating back to 5th

and 6th centuries had been unearthed by the effort of
the Archaeology Department, Govt. of West Bengal
(Khanra and Pandey, 2016).Undoubtedly such
coincidence boosted the glory of the place as a
potential Buddhist tourism destination.

Among the sites in the periphery of the ruins of the
Moghalmari monastic complex, Satdeula (the name
derived probably from presence of seven deuls) is
another archaeo-tourism site. According to folklore,
the Pala king Dharmapala (770-810 AD)visited this
place and his presence could have been linked with
rejuvenation or reconstruction of the Buddhist
establishments in the region.Archaeological
investigations revealedthat the rebuilding of the
monasterial complex took place in the 9th century for
the second time after its 6th century construction
phase.Dharmapala and his son Devpala (810-847 AD)
were very famous for their patronage to the Buddhist
monasteries of eastern India and Sribandak Mahabihar,
one of the oldest monastery in their kingdom could
not be deprived from their aids and supervisions.
Satdeula, only 7 km from Moghalmari is famous for its
archaeological remains said to be built by
Dharmapala,who married the granddaughter of
Dhruba, the king of Biratgarh. Some historians
however identified this Dharmapala as the regional
ruler of Dandabhukti, who dug a pond (nearly 7 acres
surface area at present) in the east side of the village
for the benefit of people. It was named Dharmasagar
after him. The nearby conspicuous Sharasanka Dighi
was probably named after Sarasanka Deva of Ganga
dynasty who ruled over present Odisha. It is the largest
pond of the state covering 117 acres 35 decimals of
area that could be used for diversified water centric
recreational purposes. According to legend on its
antiquity, the digging of this water body was initiated
by King Ashoka (273-236 BC), while Shashanka in the
7th century had further dug it and thus by the effort of
a number of kings in different epoch, such a huge
waterbody came into existence. A few kilometers of
its west, there is another pond named Bidyadhar
(surface area 21 acres 30 decimals) named after
Bidyadhar, who was a minister of 12th century Odisha
king. The territory was under Odisha kingdom after
the end of the Pala rule in eastern India.According to
a tale, this waterbody was connected with Sharasanka

Dighi by an underground tunnel (Ghosh and Mahapatra,
2016). All such water bodies offer immense
potentialities to develop recreational tourism
coatedwith historical flavor.

Hiuen-Tsang  wrote a  vivid description of
Karnasubarna. Archaeological excavations in the early
1960s unearthed the Buddhist monastic complex but
the excavated ruins still lie in total neglect from
heritage tourism development point of view (instead
it is located only 15 km far from the modern town
Berhampore) situated in the left bank of the river
Bhagirathi (Fig-3).It is noteworthy in this context that
this monastery was also affected due to multiple
flooding and shifting of the Bhagirathi River after the
8th century (Majumdar, 2019).It is because of the
favourable location in the interfluve of Punarbhaba
river and Tangan riverthe Jagjivanpur monastery was
the least affected from such flooding.  In North Bengal,
vagaries of Punarbhaba are responsible for the decay
of Devikot and Bangrah Archaeological complex.

As the Buddhistswere subject of slaughtering by the
Muslim rulers, any renovation of Buddhist complex
after 12th century in Bengal was absent. Either they
turned into mounds with time or converted into
shrines of other religions.For the ruins of
Subarnabehar (the name of a mouza at present that
supposed to acquire its name from a bihar i.e.
monastery), clear evidences of the course change of
Jalangi river could be traced from satellite images
(Fig.4). An Archaeological monument preserved under
the supervision of Archaeological Survey of India
named Ballaldhipi (after the name of Ballal Sen, the
most powerful king of Sena dynasty in Bengal) is about
5 km from the site of the lost Subarnabehar. According
to the archaeologists, a Hindu temple-palace structure
was imposed on the base of a 9th century structure. In
the 9th century, the region was under the Buddhist
Pala rule and the Hindu Sena dynasty has taken over
the monarchy from them in the 11th century after which
this structure was probably rebuilt.It previously might
be a Buddhist monasterial complex as seems from its
fortified boundary and internal structural
arrangements (Roy, 1997). Ballal Dhipi is therefore a
suitable site in the proposed Buddhist tourism circuit
particularly when it is not possible to incorporate
Subarnabehar.

There is a Hindu temple in Subarnabehar Mouza
dedicated to Lord Nrisinha, an incarnation of Lord
Vishnu. From the sculpture, it appears that it was
probably a Buddhist Tantric deity of Subarnabehar and
came under the fold of Hinduism with the fall of
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Fig. 3: Impact of river shifting on Karnasubarna
(Map prepared by the authors)

Fig. 4: Impact of river shifting on Subarnabehar
(Map prepared by the authors)

Buddhism in Bengal. The large waterbody in the
vicinity of the temple is the evidence of the past course
of Jalangi  that destroyed the monastery. A flow path
of the paleo-channel is still prominent in the field.
The Alakananda bill in the confluence of this past
course of Jalangi with the Bhagirathi  where
Krishnachandra , the legendary king of Krishnagar built
a retreat in the year 1776 named Gangabas (literarlly
meaning an abode on the Ganga) might be the river
coursethat destroyed Subarnabehar. The detailed
microlevel geomorphological studies made by Basu
(1976) and Sarkar (2002) vividly explain the river
dynamics of the area which strengthens the
observation on the past role of the river  in the
destruction of one of the stupendous monasterial
complex of ancient Bengal. A devastating earthquake
took place in the region in 1762 A.D.( Mukhopadhyay,
2009) and the lineament passing through the region
(Chakrabarti& Nag, 2015) is the key in understanding
the river dynamics and landscape change experienced
by the region.The paleochannels have been widely
accepted as historic evidence of changing drainage
pattern in Ganga –Bhagirathi river system as revealed
from the application of Remote sensing technology
(Chakrabarti et. al., 2001)

Sensitivity is prerequisite in developing Buddhist
tourism sites because of concern over commodification

and negativity affecting the spiritual dimension of
certain sites (Hall, 2006). Fortunately for the sites
under discussions, it is not a problem because worship
had been discontinued in remote past. They are rather
classified as secondary sites concerning education and
festivities ofthe Buddhist pilgrims who undertake
travel as the expression of reverence to the history of
their religion. Such travel is designated as pilgrimage
tourism which is intermediate between religious
tourism and pure pilgrimage, thereby demands a
better understanding of the Buddhist heritage in
terms of history, culture and aesthetics.

If the following measures would be adopted, it will
gradually develop the excavated Buddhist monastic
complexes suitable for promoting sustainable
Buddhist tourism

I. Beautification around the excavation sites with
provision of amenities and facilities for satisfying
visitors (as demanded by 97 percent respondents
not being satisfied with the present state of
affairs).

II. Development of Archaeological museum near the
site preferably preserving the sculptures and
artifacts found during excavation (the present
status is described unsatisfactory during
interview by 75% visitors of Moghalmari who
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simultaneously have praised the effort of local
club for display of some excavated items in their
premise. In Jagjivanpur no such museum is
present as well as in other three places generating
utter dissatisfaction of tourists.

III. Train the local youth to serve as guide narrating
the folklores associated with the site as well as
explaining the historical and Archaeological
significance of the monastery in order to generate
more interest among the heritage tourists.

IV. Launch the archaeo-religious sites through virtual
tourism platform especially for the Buddhist
dominated countries as it is a modern mode of
tourism marketing whichis information
technology based and constantly growing as well
as acting as means to mitigate the adverse
consequences of mass tourism (Voronokova,
2018). The advanced technical capacity of fifth
generation (5G) network may provide the better
opportunity to experience the feeling of visit
without reaching the site and thereby virtual
reality could be used for advertising the Buddhist
heritage places to obtain the advantages of the
growing digital economy.

V. Provision of adequate security with the
installation of modern security measures in the
sites by employing civic police from local youth,
who could be designated as Tourist Police.

Destination image is vital for Buddhist tourism and it
is essential to develop comprehensive planning and
management system so that allegation on
commodification of Buddhist culture could be avoided.
The idea of pilgrimage to spiritual centres which is
intrinsic in nature was introduced by Lord Buddha
himself (Singh and Rana, 2011). The monastery tourism
has to serve both the demand of the Buddhists and
the demand of secular tourists attracted for Buddhist
culture and heritage for which a careful handling and
sensitive planning is necessary (Asraf, 2005). This
study is a contribution in such planning process with
its retrogressive, retrospective and prospective
approaches.

Conclusion:

Pilgrimage for the Buddhists is described as physical
movement symbolic of inner spiritual journeys and
Buddhist tourism might be effective as a sustainable
activity only when environmental damage and
commercialization of the spiritual experiences could
be avoided by implementation of inclusive planning

measures.Excavated Buddhist sites are icons of
identity and pride in the context of the past civilization
of Bengal. Heritage is that part of the past given special
emphasis in the present for contemporary purposes
such as cultural, economic or social (Graham, et.al,
2000). Buddhist tourism could serve such purposes
for whichsustainable planning is essential
incorporating environmental, economic and socio-
cultural issues.The Buddhist monasteries like
Moghalmariin West Bengal may invariably attract large
number of visitors generating both income and
employment. If commodification and
commercialization of heritage is required to boost
the arrival for the interest of local and national
economies, it must be done with maximum level of
sensitivity and care (Aplin, 2002). For sustainable
marketing of the Buddhist monastic complexes of
West Bengal, it is essential to concentrate on
introducing the scope for appreciation of intangible
heritages of Buddhist culture on the platform of
tangible structures. There is huge scope in
experimenting with different forms of dance-
dramacomprising diverse dimensions of Buddhist folk
heritageonce persisted in Bengal. Inclusive technology
driven space management and a wisersite
sustainability surveillance may ensurethe bright
futureof Buddhist tourism in and around the excavated
Buddhist sites for which acommunity oriented
integrated heritage tourism planning is the additional
necessity.
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